Deep learning approaches to predict sea surface height above geoid in Pekalongan
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ABSTRACT

Rising sea surface height is one of the world's vital issues in marine ecosystems because it greatly affects the ecosystems as well as the socio-economic life of the surrounding environment. Pekalongan is one area in Indonesia facing the effects of this phenomenon. This problem deserves to be explored further with complex approaches. One of them is a neural network to perform forecasting more accurately. In neural networks, the time series approach can be used with Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU). By adding the bidirectional method to each of these two approaches, we will find the best method to use to perform the analysis. The best results were obtained by forecasting for 960 days using Vanilla BiGRU. The results can be interpreted from multiple perspectives. The forecasting results showed a fluctuating pattern as in previous periods, so it can be said that the pattern is still quite normal, which indicates that the terminal can continue to operate normally. However, the forecasting results from this study are expected to be a reference for information for the government to prevent future dangers.
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1. Introduction

Climate change due to global warming has now become a major threat to the world, significantly impacting economic conditions, infrastructure, and even social life. The impact amongst them is the increment of sea surface height in almost all parts of the world. Sea surface height does not just mean that the water elevates, but also warms and expands the ocean. As a result, salinity also changes, thus affecting sea levels (NASA, n.d.). In the long run, this episode will have unpropitious effects, like coastal abrasion, shoreline erosion, inundation of a land area, and even drown small islands because of the higher intensity and frequency of flooding (Watson, 2001). According to the International Panel of Climate Change (IPCC), the sea level rises as high as 3.2 mm a year (Watson, 2001).

Indonesia is an archipelagic country with a water area of around 70% of the total area, making the country susceptible to water-related climate change impacts, such as sea level rise. The Indonesian region is currently facing a slow but steady SLR problem that is starting to take over its land area. SLR is the condition in which the sea level rises above a benchmark or adjacent land point. Consequently, a tide gauge measures the relative sea level (relative to the elevation of the benchmark) as opposed to the sea level measured by a satellite altimeter, which is in relation to the center of the Earth (or geoid). The National Research and Innovation Agency (BRIN) estimated last year that at least 115 of Indonesia's islands would be submerged by 2100 due to rising sea levels and land subsidence. According to a new study, 92 of Indonesia's most remote islands could submerge due to rising sea levels (Liliansa, 2023). The sinking of these islands will affect national territorial boundaries. This
is essential because it can result in total territorial loss, including the loss of baselines and maritime zones calculated from them (Vinata et al., 2023).

Another problem is the form of puddles of water on the coastal plains that occur during high tides or what is known as tidal floods. Tidal floods inundated places lower than the high tide level such as coastal areas (Nashrrullah et al., 2014). Currently, several areas in Indonesia have the potential to experience tidal flooding, one of which is the Pekalongan coastal area on the north coast of Java. This area has encountered a weighty rise in sea level that is higher than the Java Sea, which is approximately 5 mm per year. Meanwhile, the Java Sea is generally rising by 3.9 mm per year. If this situation continues, the Pekalongan area can sink in a few decades. Scientists have warned that if nothing is done to deal with this issue by 2036, the entire city could be submerged (Rayda, 2021). Simultaneously, climate change has also led to more extreme rainfall, gusty winds, and higher waves, in addition to sea level rise. Pekalongan often deals with flooding issues. Recurring floods have triggered the loss of assets, productive land, and infrastructure and the unsettling of public services. In addition, it requires remarkable costs for disaster preparedness, response, and recovery and those become the source of vulnerability. Disaster risk gives rise to the prospect of downgrading one’s economy. Eventually, it becomes even more difficult to come up with strategies for confronting potential threats (Fitirinitia & Matsuyuki, 2022). Changes in rainfall patterns are also a result of climate change, as evidenced by the slight decline in Pekalongan City’s annual precipitation over the past two decades. These changes will impact the frequency of flooding in the Kupang watershed's downstream region (Pekalongan coast) (Habibi et al., 2021).

Indonesia is in the equatorial region between the Indian and Pacific Oceans. The rising sea level rise, which is becoming a global issue due to climate change, is one of the marine dynamics that can undoubtedly harm islands and coastal areas in Indonesia, which are places of settlement and livelihoods. The rise in sea level is an increase in the ocean's level, culminating in a heightening of the sea surface. Sea surface height (SSH) is the elevation of the sea surface above an ellipsoid of reference. The geoid is a geopotentially constant surface, so if the ocean were at rest, the sea level would coincide. The global average of the time-mean sea surface height (i.e. mean sea level) must be zero above the geoid.

In order to analyze the spatial and temporal evolution of sea level, Braakmann-Folgmann et al. developed a combination of Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) methods. They also tested their method for the northern and equatorial Pacific Ocean regions (Braakmann-Folgmann et al., 2017). Braakmann-Folgmann et al. forecasted sea levels for the next 48, 72, and 168 hours in Jakarta Bay using three deep learning techniques: recurrent neural networks (RNN), long short-term memory (LSTM), and bidirectional long short-term memory (BiLSTM). They then compared these techniques to determine which performed the best (Masri et al., 2020).

In this study, we will be concentrating on forecasting the height of the sea surface for the next period in the coastal area of Pekalongan on the north coast of Java, or furthermore near the area of the state port. LSTM, GRU, BiLSTM, and BiGRU are just some of the deep learning techniques that will be used to perform predictive analysis. The vanishing gradient issue that affects vanilla RNN is dealt with by GRU and LSTM, with LSTM generalising GRU (Toharudin et al., 2023). The features of time series can be captured by LSTM over a longer time. In artificial recurrent neural networks, GRU is seen as a kind of gate mechanism comparable to LSTM. Nevertheless, GRU demonstrates better performance with small to medium datasets. BiLSTM consists of two layers of LSTM neural networks that will be applied to the input data. BiLSTM enables a better understanding by learning future time steps bidirectionally. BiGRU is a particular form of bidirectional recurrent neural network that consists of two GRU; one takes the information in a forward direction and the other in a backward way, for greater expression and learning capacity. In the finale, the performance of all methods would be compared to decide which is the best
to use for predicting sea surface height for the next 960 days (32 months) by observing each model's metrics and how the forecasting conclusion is reached.

2. Materials and Methods

2.1 Study Area and Data Collection

The data used in this study relates to the daily sea surface height above the geoid in Pekalongan's coastal region, which is part of Indonesia's Province of Central Java and is bordered to the north by the Java Sea. It has huge capabilities in the fisheries and agriculture sectors and is also known as one of the largest fishing port towns in Southeast Asia. Additional information on the study area may be found close to the Pelabuhan Perikanan Nusantara port, which provides services to fishing boats that operate in Indonesian waters and the Indonesian Exclusive Economic Zone (ZEE). The coordinates of the point taken are 3,908.16 m from the port.

Data was collected from Copernicus, an EU programme, according to satellite Earth Observation and in situ (non-space) data. It can be accessed by the public. The time-series data used is from 1 January 1993 – 30 April 2023. Forecasting analysis was conducted using several deep-learning approaches mentioned in the earlier section.

2.2 Long Short-Term Memory (LSTM)

Long Short Term Memory (LSTM) is one of the developments of the Recurrent Neural Network (RNN), which consists of memory units. As was discussed before, LSTM can handle disappearing gradients and overcome exploding gradients by including memory cells with stable errors that allow errors to be replicated without vanishing gradients (Zahroh et al., 2019). RNN cannot be used for data that covers an extended time, but LSTM overcomes this limitation by including a cell state, allowing the old information to be utilized (Toharudin et al., 2023). The LSTM network can handle both short-term and long-term connection in time series.

The fundamental components of the LSTM are the cell state, forget gate, input gate, and output gate, which work cooperatively to accomplish the function of the LSTM unit and control the flow of information (Jiang et al., 2019). To prevent the memory content from being disturbed by irrelevant inputs, each memory cell includes a state within it and several multiple gates that
decide whether an input's impact should affect its internal state. These multiplicative gates are referred to as input gates. The internal state of a specific neuron should then be abandoned to the forget gate, and it should be permitted to affect the cell's output or the output gate, which shields other units from disruption by currently irrelevant memory contents (Hochreiter & Schmidhuber, 1997). Sigmoid and tangent functions are activation functions that are mainly used in LSTM cells. To begin with, the predictor data are transformed into a three-dimensional format including samples, timesteps, and LSTM features (Pontoh et al., 2022).

2.3 Gated Recurrent Unit (GRU)

The GRU is an improved version of the LSTM architecture that frequently achieves similar efficiency while being faster to calculate. In the GRU cell unit, the input and forget gates are combined into one gate. The hidden state and cell state are also put together. All these modifications result in a simpler structure with just two gates: an update gate determines how much the potential activation function will be utilised to alter the cell state, and a reset gate removes previous information (Toharudin et al., 2023).

2.4 Bidirectional Long Short-Term Memory (BiLSTM)

Bidirectional Long Short Term Memory (BiLSTM) was first proposed by Graves and Schmidhuber in 2005 to map speech frame sequences to associated phoneme label sequences (Graves & Schmidhuber, 2005). BiLSTM comprises two LSTM networks; forward and backward. Forward direction creates a model from the prior context and a backward direction is to model the following contexts, respectively. Two opposing LSTMs are combined to form a BiLSTM. This technique can add to training while collecting time series data in two ways. BiLSTM will perform better due to more training and two-way feature extraction (Liang et al., 2021). The output at time step t is affected by both the state at time step t+1 and the state at time step t-1 (Masri et al., 2020). BiLSTM connects two hidden layers from both directions to the same output, while LSTM executes in a single direction only, from start to end (Isnain et al., 2020). In consequence, BiLSTM can perform better by also learning future time steps, and the BiLSTM method was able to outperform LSTM in predicting time series data (Siami-Namini et al., 2019). The structure of the BiLSTM network is shown as in Fig. 5.

2.5 Bidirectional Gated Recurrent Unit (BiGRU)

This method is like BiLSTM. Two gated recurrent units (GRU) make up a bidirectional gated recurrent unit (BiGRU); one GRU forwards and the other backwards to provide more powerful expression and learning ability (Faturrohman & Rosmala, 2022).
The forward direction is correlated with prior data; and the reverse direction is linked to future data, so that both input data can be used at the same time (Ju et al., 2019). This structure can effectively boost the performance of the single-direction GRU.

2.6 Loss Functions and Evaluation Metrics

The predicted values to the actual values could be compared to yield metrics called loss function, often referred to as the error or pseudo residual (Boehmke & Greenwell, 2019). There are many loss functions to choose from when assessing the performance of a predictive model, e.g., mean squared error (MSE) that we will use in this study. The mean squared error is the average of the squared error. MSE equals zero if a model has no error. As model error increases, its value increases. So, the objective of this function is to minimize the value (Boehmke & Greenwell, 2019).

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2
\]  

(1)

Generally, we use \( R^2 \) to evaluate the performance of a model. However, it is only one of the many possible ways to summarise how well a model performs on a given dataset. Many different metrics can be used for time series forecasting, including the most known ones: the mean absolute percentage error (MAPE) which will also be used in this paper.

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{F_i - A_i}{A_i} \right|
\]  

(2)

MAPE is a calculation that indicates how large a prediction's error is compared to the actual value (Khair et al., 2017). The absolute function prevents a difference between the positive and negative values (Kim & Kim, 2016). Regardless of whether individual forecasts were upscaled or inadequate, it gauges the accuracy of the predictions by displaying the average percent difference between predictions and actual data. The lower the MAPE value, the better the ability of the forecasting model. Table 1 shows the range of MAPE values that can be used as a material for measuring the ability of a forecasting model.

<table>
<thead>
<tr>
<th>MAPE</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 10%</td>
<td>Very good</td>
</tr>
<tr>
<td>10% – 20%</td>
<td>Good</td>
</tr>
<tr>
<td>20% – 50%</td>
<td>Okay</td>
</tr>
<tr>
<td>&gt; 50%</td>
<td>Not good</td>
</tr>
</tbody>
</table>

Table 1: Interpretation of MAPE values.

2.7 Methods of Analysis

This analysis was carried out by executing several processes. The method can be previewed in greater detail in Fig. 7, below with the explanation of each step provided below the image.

The initial stage is to retrieve the data from the Copernicus Marine Services website using Miniconda and its API. The existing data is then periodized into 120-day intervals and divided into train data, validation data, and test data. Using the mean and variance parameters of the train data, each subset of data is normalized or standardized beforehand. The learning process in machine learning can be accelerated and optimized with the help of data normalization (Ambarwari et al., 2020). Training and hyperparameter tuning are then conducted on the training data using one of the twelve proposed methods. Using validation
data, the optimal hyperparameter for each method is determined based on the MAPE metric value with the smallest value. The tuned hyperparameter is the hyperparameter of the dense layer with a hyperparameter space of [4, 8], as indicated by the brackets. This dense layer is responsible for transforming vector inputs into probabilistic predictions (Shahin & Almotairi, 2021). We apply different layers and numbers of neural units to observe how the predicted values change as a result (Zhao et al., 2017). After determining the optimal hyperparameters for each method, metrics are computed using test data.

The computation determines, based on the MAPE metric for the lowest test data, the optimal technique for continued analysis. Notably, in the training model, we added two early stopping callbacks. When a training agreement is terminated, early stopping returns parameter settings at the point in time with the lowest validation set error and decreases the learning rate when the validation MAPE metric did not undergo any insignificant changes (Goodfellow et al., 2016). Additionally, the hyperparameters fixed for each method (non-tuned) are [Optimizer = RMSprop, Learning Rate = 0.01, and Epoch = 20]. The goal of optimizers is to minimize the loss function or increase the model's efficiency (Mehmood et al., 2023).

3. Results

The data analysis was performed using the open-source software R Studio. As previously mentioned, the methods used in this paper are LSTM, GRU, BiLSTM, and BiGRU. There are no assumptions required, so the analysis can be performed after data preprocessing. The data was periodized into periods of 120 days, with the result that the amount of data was reduced to just 93. The data was then divided into three sets, with the ratio of 6:2:2 being used for the training set, validation set, and test set.

Hyperparameter tuning is essential to controlling the complexity of the learning algorithms. The setting of these hyperparameters (layer dense) depends on the data. A small number of neurons will reduce the ability of a network to process it, whereas if the number of neurons is too large, it will cause overfitting (Panchal & Panchal, 2014). Several possible values for tuning parameters are 4, 8, and 16 because the amount of sample data tends to be tiny, so the hyperparameter would not be excessive or overparameterized. The value for the layer dense of each method used is obtained from the smallest value of the validation metrics. The result is shown in Table 2 below.

### Table 2

<table>
<thead>
<tr>
<th>Methods</th>
<th>Layer Dense</th>
<th>Val MAPE</th>
<th>Time</th>
<th>Test MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla LSTM</td>
<td>(8)</td>
<td>12.3</td>
<td>12.42680 secs</td>
<td>9.9184</td>
</tr>
<tr>
<td>2-Stacked LSTM</td>
<td>(16, 4)</td>
<td>3.02</td>
<td>45.70496 secs</td>
<td>9.9982</td>
</tr>
<tr>
<td>3-Stacked LSTM</td>
<td>(4, 16, 4)</td>
<td>9.12</td>
<td>20.60998 secs</td>
<td>8.9513</td>
</tr>
<tr>
<td>Vanilla GRU</td>
<td>(16)</td>
<td>11.0</td>
<td>12.70178 secs</td>
<td>10.9254</td>
</tr>
<tr>
<td>2-Stacked GRU</td>
<td>(4, 4)</td>
<td>8.01</td>
<td>22.24357 secs</td>
<td>9.9001</td>
</tr>
<tr>
<td>3-Stacked GRU</td>
<td>(4, 8, 8)</td>
<td>11.1</td>
<td>25.55397 secs</td>
<td>19.3601</td>
</tr>
<tr>
<td>Vanilla BiLSTM</td>
<td>(4)</td>
<td>17.3</td>
<td>22.15768 secs</td>
<td>8.5304</td>
</tr>
<tr>
<td>2-Stacked BiLSTM</td>
<td>(8, 16)</td>
<td>6.51</td>
<td>90.37361 secs</td>
<td>15.0640</td>
</tr>
<tr>
<td>3-Stacked BiLSTM</td>
<td>(4, 4, 4)</td>
<td>3.65</td>
<td>50.49117 secs</td>
<td>8.9333</td>
</tr>
<tr>
<td>Vanilla BiGRU</td>
<td>(4)</td>
<td>5.74</td>
<td>28.21519 secs</td>
<td>6.2631</td>
</tr>
<tr>
<td>2-Stacked BiGRU</td>
<td>(4, 4)</td>
<td>9.23</td>
<td>35.80667 secs</td>
<td>9.2028</td>
</tr>
<tr>
<td>3-Stacked BiGRU</td>
<td>(16, 8, 4)</td>
<td>5.05</td>
<td>50.92581 secs</td>
<td>7.8693</td>
</tr>
</tbody>
</table>

Table 2 shows that the minimum test MAPE is 6.2631 for Vanilla BiGRU. The result is very likely to happen because the whole dataset leans small, so the bidirectional method will perform better than the ordinary method. GRU is more likely to be selected if we compared it to LSTM since the hyperparameters are fewer. So, Vanilla BiGRU with four-layer dense is suitable to perform the analysis.

![Fig. 8] Vanila BiGRU Epoch vs Loss, Metrics, and Learning Rate
The number of epochs that are required to give the maximum result is 17 times with a learning rate of 0.01. After the best method is chosen, forecasting analysis is performed to predict sea surface height for the next 8 periods or 960 days. In addition, the normalized data had intervals between 0 and 1, which were denormalized to provide the original results of red chili price forecasts (Bin et al., 2019).

Table 3
Forecast table of sea surface height above geoid.

<table>
<thead>
<tr>
<th>Time</th>
<th>Forecast Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>2023-07-23</td>
<td>0.6819638</td>
</tr>
<tr>
<td>2023-11-20</td>
<td>0.7271208</td>
</tr>
<tr>
<td>2024-03-19</td>
<td>0.6403619</td>
</tr>
<tr>
<td>2024-07-17</td>
<td>0.6503378</td>
</tr>
<tr>
<td>2024-11-14</td>
<td>0.6725675</td>
</tr>
<tr>
<td>2025-03-14</td>
<td>0.6147895</td>
</tr>
<tr>
<td>2025-07-12</td>
<td>0.5934405</td>
</tr>
<tr>
<td>2025-11-09</td>
<td>0.6843297</td>
</tr>
</tbody>
</table>

According to the model's forecasts, the level of the sea will reach its highest point (0.727) in 20 November 2023 and its lowest point (0.593) in 12 July 2025. These results are shown in Table 3.

4. Discussion

The forecast outcome can be interpreted from several different perspectives. If we look thoroughly at the forecast with the actual data, which is prior to 96 months, as attached in Fig. 9, we can conclude that there is neither a significant increase nor decrease in sea surface height above the geoid. This indicates that the port can be operated as usual.

Nevertheless, if we took another point of view, we would only look at the forecast. Then, we divide the graph into half-yearly phases, as shown in Fig. 11. Fig. 10 could be divided into 5 parts that are marked with five different color shades. The red shade background represented the second-half year of 2023. Yellow shade represented January–June of 2024. The green shade represented July–December of 2024, etc. A distinct pattern can be seen after we split the forecast results. In the second-half of the year, there is a constant increment of sea surface height above the geoid, whereas in the first half year is a decrease from the previous year. In 2025, sea surface height will experience a decrease even more significant than in 2024. However, in the first half year of 2026, it will mount back to the top. Therefore, the port must be aware of and prepare for this upsurge in surface height that might cause unfavorable impacts such as tidal floods, which often hit the Pekalongan area. Therefore, the government is expected to use the forecasting results in this study as a reference for anticipating the dangers that will occur.

5. Conclusion

Referring to the analysis that has been conducted, the best model for forecasting sea surface height above geoid with neural network is the GRU model with one layer or Vanilla GRU, with 4 nodes in the layer and MAPE for test data of 6.3%. Forecasting results for 960 days for 8 periods indicate fluctuating up and down patterns in each half-year phase. Forecasting sea level utilizing neural network is effective to implement regardless of the amount of training data.
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