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ABSTRACT

Performance of mines can be affected by different factors such as safety and economic factors. This study aims to analyze the influence of safety and economic factors on mines’ performance. To this purpose, a framework is proposed based on a Data Envelopment Analysis (DEA), Robust Data Envelopment Analysis (RDEA) and common weight Robust Data Envelopment Analysis (CWRDEA) to determine the factors affecting on performance of mines. In this study, for the first time, integrated economic and safety factors are considered for evaluation of mines performance. To analyze safety and economic factors, this research gathers real data from a mine with 56 sites in south of Iran. Based on different DEA models, different sites become the best site among other sites, but RDEA is much closer to real situation than basic DEA and CWRDEA is the most efficient approach in real situation.

1. Introduction

Statistics reveal that out of 7 billion people in the world, 3 billion have occupations. According to the International Labor Organization (ILO), 120 million accidents take place each year in work environments, 210 thousands of which are fatal. Consequences of diseases and work-related injuries are also points of interest, as they are responsible for financial loss as much as 4% of the Global gross domestic product. The researches based on the National institute for Occupational Safety and Health (NIOSHA) show that approximately 5400 deaths occur each year due to occupational hazards, most of which are related to mining industries (Pham et al., 2013). According to statistics, in 2013 more than 70 million people live in Iran and 9000 worked in mining industries. In general, there are 5445 mines in Iran, and their total production adds up to more than 3 billion dollars, which show how important mining industries are in Iran’s economy. Statistics show that 1779 people or 1.87% of all the workers in this industry were injured in Iranian mines in 2013 (Ghaffari, 2013). In 2013, 4.69% of all work-related accidents happened in the mining industries.
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The purpose of mining safety is to prevent damages to the workers and the mine. According to Statistical center of Iran (SCI), most of the accidents happening in occupational environments include but not limited to: downfall, collision, falling debris and being trapped. These accidents mostly happen in mines and they may lead to injury or even death. Mine workers are in danger of many things such as fire, electrocution, chemical poisoning, etc. Therefore, working in a mine can actually be very dangerous. According to the ministry of cooperative labor and social welfare of Iran, Fig. 1 illustrates all kinds of work related injuries and we can see that most of them are cuts, bruises and foreign objects entering the eye, all of which are common in mining accidents.

Accident may have serious influences on lives and health of employees and probably causes serious damages to the manufacturing facilities. However, safety evaluations help us avoid the accidents and/or reduce the casualties and damages as much as possible. Nowadays, safety management is mostly about preventing the accident from happening, rather than reacting when it happens. Prevention can require information for employees about place of accident and about how this accidents may happen (Larsson & Field, 2002). Calculate of lost workdays can be useful to measure the safety of mine, this measurement can feedback some information such as self-organized protection.

Injuries and deaths in mines cause expenses, and according to Andreoni (1983) are divided to first-hand and second-hand expenses. First-hand expenses consists of treatment costs, disability costs, and so forth. Second-hand expenses includes expenses due to lack of production, time loss during serious injuries and first-aid, and the expenses due to machinery failure when someone is trapped. The cost of accidents in the mining industry is approximated to be as much as 454 million euros in EU15 Member States (Eurostat, 2004).

One other factor affecting mines' performance is the company's sales revenue that has an obvious effect on the mine's performance. Every minute or every hour that the company stops the production, will cause financial losses that are very difficult to compensate. The value of lost workdays are effective extend to estimate performance of safety in mine, also this factor can show personnel protection instruments, and ease of accessibility of first aid equipment. Therefore, the wasted work days caused by the absence of the operator or the machinery failure can be effective on the company's performance. Also, machinery failure will cause repairing costs. As an aforementioned, the quantity of the injured is very important to the company's performance, as injuries not only will cause the production to stop, but also will cause additional expenses such as treatment costs, and expenses caused by lack of man power. There are some factors that can help companies recognize their injuries measurement in their workplace.
Accident frequency rate (AFR) is an indicator of the quantity of the accidents happening in a specified period of time. It can help companies reduce the accidents to a minimum level. These accidents are classified by the Health and Safety Executive. Regarding Karmis (2001), benefits of using AFR are: (1) It is good for self-comparison to analyze our system. (2) It is well accepted. Near miss (NA) is another useful indicator for companies to realize their injuries, it is based on the accidents that may lead to injuries, and it can prevent them from happening near misses present effective learning opportunities as events that lead to no injuries (Aspden et al., 2004; Barach & Small, 2000). In safety science, near misses are known as forerunner to accidents and they are used to prevent accidents and injuries (Bird & Germain, 1996).

Another indicator that we used in this paper is injury severity score. Injury severity scores (ISS) were defined by Baker et al. (1974) for the first time in the literature. ISS indicates the severity of the injury in different parts of the body, and is calculated by a formula which is presented in that paper. Based on injury severity score, information such as Time Spent in Hospital, surgeries, Expansion of permanent disability can be identified (Bull, 1975). All these three factors can help companies measure their injuries and even assign tasks to prevent accidents and injuries in their workplaces. After reviewing a literature of this field and discussing with professionals, we can figure out that mining industry plays an important role in economy and it is responsible for supply of raw materials for many factories. Thus, improving the performance of the mines is a priority, safety and health issues are important factors in mine’s performance, and can affect the economy and the safety of the mine workers.

The rest of the paper is organized as follows: A brief literature review is provided in section 2. Section 3 describes methodologies utilized in this paper. Section 4 is dedicated to numerical results. Finally, conclusion remarks are provided in section 5.

2. Literature review

According to previous statistics in mine’s accident, there are many works related to accidents in mines since the beginning of last century (Marovelli, 1981; Ramani & Mutmansky, 1999). Evaluation of safety factors are important in many industries. Because of high-risk operations, evaluation of safety in mine could be useful and in this regard several studies have been accomplished. Accidents and dangers happen in mines are very complicated and many factors could contribute to initiate this event (Sari et al., 2004). A fuzzy rule-based model were proposed by Gurcanli and Mungen (2009) to evaluate the risks that could happen in construction sites and they assessed the safety with uncertain data. By this method, previous statistic data, and experts’ judgment, statistic data of present safety level can be combined. Combining these data and the subjective judgment of safety experts, this paper derives three parameters namely the accident likelihood, current safety level and accident severity and they are utilized as input parameters for the fuzzy rule-based system.

Coleman and Kerkering (2007) evaluated safety in coal mine by statistical analysis. The first objective of this study examined the distributions and summary statistics of all injuries reported to the Mine Safety and Health Administration from 1983 to 2004. Over the period studied, there were 31,515,368 lost workdays associated with mining injuries, for an equivalent of 5,700 person-year lost annually. The second objective addressed the problem of comparing safety program performance in mines for situations where denominator data were lacking. Mahdevari et al. (2014) proposed a methodology based on fuzzy TOPSIS to assess the risks associated with human health in order to manage control measures and support decision making, which could provide the right balance between different concerns, such as safety and costs. For this purpose, information collected from three hazardous coal mines namely Hashouni, Hojedk and Babnizu located at the Kerman coal deposit, Iran, were used to manage the risks affecting the health and safety of their miners. Altogether 86 hazards were identified and classified under eight categories: geotechnical, geochemical, electrical, mechanical, chemical, environmental, personal, and social, cultural and managerial risks. Kniesner and Leeth (2004) used coal mine
production, injuries and safety examinations data to test cost-effectiveness of mine’s safety and relation between mine safety and mine inspection were estimated by sophisticated regression model.

Mital et al. (2000) used lost day and injury severity in different parts of body as indicators to evaluate the safety of mine. They applied labor statistics reports to achieve their objects. Ciarpica and Giachetta (2009) considered occupational injuries and assessed them by neuro-fuzzy network. To achieve their goals, according to the trend in injury, they used injury data of Italian regions to develop the systematization schemes. Hermans et al. (2008) utilized factor analysis, analytic hierarchy process (AHP) and DEA to evaluate safety performance in road accidents. Abbaspour et al. (2009) determined efficiency of safety and health in oil and gas contractor with DEA approach. Hermans et al. (2009) assessed different risk aspects of safety in road system by using DEA and proposing a benchmarking of road safety. As this paper data set contains 21 European countries for which a separate, best possible model was constructed, a number of country-specific policy actions can be recommended.

Kutlu and Ekmekcioglu (2012) applied fuzzy TOPSIS integrated with fuzzy analytical hierarchy process to present fuzzy Failure Mode and Effects Analysis (FMEA) for evaluation of the risk factors of each potential failure mode in linguistic variables. For each failure modes, three risk factors including severity (S), occurrence (O), and detectability (D) were evaluated and their multiplication derives the risk priority number (RPN). However, there were many shortcomings of this classical crisp RPN calculations. This study introduced a fuzzy hybrid approach that allows experts to use linguistic variables for determining severity, occurrence, and detectability for PFMEA by applying fuzzy ‘technique for order preference by similarity to ideal solution’ (TOPSIS) and fuzzy analytical hierarchy process (FAHP).

There are several traditional risk management tools which are widely used in mining industries, like preliminary hazards analysis (PHA) and fault modes and effects analysis (FMEA) (Kecojevic et al., 2007). They could be used combined with binary matrices (BM), consequence analysis (CA), etc. Traditional FMEA evaluates hazards by using the risk priority number (RPN), which is a combination parameter of the risk factors occurrence (O), severity of the event (S) and the probability of detection before the risk (D). However, there are some limitations and problems within the FMEA method, like O, S and D, and the RPN method has some weakness in term of accuracy such as small variation in a sub-factor may cause significantly different results (Liu et al., 2015; Bozdag et al., 2015). To deal with this weakness, many studies tried to modify the FMEA method. For example, Liu et al. (2015) combined FMEA with multiple criteria decision making (MCDM) methods and Chen and Wu (2013) and Zahiri et al. (2016) modified the FMEA by applying analytic hierarchy process (AHP) method.

Sarkar and Bhattacharya (2003) evaluated the safety performance of mines based on value added, effectiveness and profitability based on DEA. Shokouhi et al. (2010) performed Robust DEA by considering interval inputs and outputs and objective of this study was to maximize the efficiency by considering extra constraint. They used Monte-Carlo simulation for achieving the best gamma value that has the best efficiency. Also, Shokouhi et al. (2014) applied MRDEA by using robust optimization approach with regard to the process of changing the parameter value to their maximum value, an empirical distribution of internal efficiency gains for the case is achieved. This study showed that rank of each DMU should not calculate with efficiency of upper and lower bound of each DMU. In this study, Monte-Carlo simulation method was used for calculating the best gamma value with the best efficiency and the result showed that this approach is less complicated than RDEA. One year later, a new model for DEA with interval inputs and outputs was proposed by Shokouhi (2015). This paper considered a protected layer for each inputs and outputs to protect them by this layers. This model used this layers for calculating the efficiency of each DMU and maximize sum of this efficiency altogether.

Sadjadi and Omrani (2010) evaluated performance of Telecommunications Company in Iran with uncertain data. In this study, they applied BRDEA for evaluated efficiency of different units to develop
the efficient frontier to real frontier by bootstrapped. In this study, unites of 23 provinces of telecommunication of Iran were investigated. Number of employers and money of each unites were considered as inputs and the number of fixed-line and mobile subscribers were supposed as an output in the study. Kalantary and Adel Azar (2014) assessed the performance of Tehran hospitals by using Sadjadi and Omrani’s (2010) model. In this study, 23 hospital of Tehran were evaluated and number of doctors, nurses and number of beds were considered as inputs and number of surgeries and number of refer patients who are not admitted and number of patients who admitted and number of beds which is full were considered as outputs. Mardania and Salarpour (2015) assessed an ability of 23 provinces for producing potatoes, and inputs for this study were cost of human power, cost of renting land, renting facilities, cost of irrigation, fertilization, pesticide. The harvested potato was considered as an output. In this study, they used IDEA and RDEA, because of the difference between the inputs and the outputs in different DMUs and the experimental results were achieved by Monte Carlo simulation.

Table 1  
Comparison of researches in the literature

<table>
<thead>
<tr>
<th>Paper Name</th>
<th>Objective</th>
<th>Method</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gurcanli and Mungen (2009)</td>
<td>Proposed a method for assessment of the risks that workers expose to at construction sites.</td>
<td>Fuzzy rule-based</td>
<td>Derived three parameters namely the accident likelihood, current safety level and accident severity and they were utilized as input. The method was then implemented on a tunneling construction site and risk level for all types of accidents was derived.</td>
</tr>
<tr>
<td>Coleman and Kerking (2007)</td>
<td>This study examined the distributions and summary statistics of all injuries reported to the Mine Safety and Health. It also addressed the problem of comparing safety program performance in mines.</td>
<td>Beta distribution</td>
<td>The probability of an injury having 10 or more lost workdays was 0.52 for coal mine cases versus 0.35 for metal/nonmetal mine cases.</td>
</tr>
<tr>
<td>Satar Mahdevari et al. (2014)</td>
<td>Assessed the risks associated with human health in order to manage control measures and support decision making.</td>
<td>Fuzzy TOPSIS</td>
<td>Information collected from three hazardous coal mines namely Hashoumi, Hojedal and Babnizu located at the Kerman coal deposit, Iran, were used to manage the risks affecting the health and safety of their miners.</td>
</tr>
<tr>
<td>Knieser and Leeth (2004)</td>
<td>Using recently assembled data from the Mine Safety and Health Administration (MSHA) this paper shed new light on the regulatory approach to workplace safety.</td>
<td>DEA (BCC output-oriented)</td>
<td>Most favorable to the agency, MSHA is not currently cost effective. Almost 700,000 life years could be gained for typical miners if a quarter of MSHA's enforcement budget were reallocated to other programs.</td>
</tr>
<tr>
<td>Mital et al. (2000)</td>
<td>Focused on key overall nonfatal occupational injury trends in the United States, back injuries, and injuries to the upper extremities.</td>
<td>Data Mining</td>
<td>The primary result of this work was to extract information from massive and voluminous databases of the Bureau of Labor Statistics (BLS) and the National Safety Council (NSC), and presented them in usable form to ergonomics researchers and practitioners.</td>
</tr>
<tr>
<td>Ciarpica and Giacchetta (2009)</td>
<td>Assessed the risk of occupational injury, by considering the probability and consequences of injuries that may occur, and at identifying any general factors which may affect the incidence of injuries.</td>
<td>Neuro-fuzzy techniques, Data mining</td>
<td>Real application of the flexibility and advantages of using the neuro-fuzzy network, a typical soft computing tool, for an occupational injury study.</td>
</tr>
<tr>
<td>Hermans et al. (2008)</td>
<td>Focused on an essential steps in the construction process of a composite road safety performance indicator: the assignment of weights to the individual indicators. In the composite indicator.</td>
<td>Weighting methods</td>
<td>Only one country, Belgium, obtained the maximum score due to its very high infrastructure value. Although all seven indicator domains were considered very relevant for road safety, the visibility domain (and the daytime running lights indicator) received zero weight.</td>
</tr>
<tr>
<td>Abbaspour et al. (2009)</td>
<td>Evaluated different oil and gas contractors. DEA</td>
<td>Results of method showed that the main oil contractor was the most efficient contractor among all contractor.</td>
<td>Alcohol and drugs, speed, protective systems, vehicle, infrastructure and trauma management were main performance indicators. For each country that performs relatively poor, a particular country will be assigned as a useful benchmark.</td>
</tr>
<tr>
<td>Hermans et al. (2009)</td>
<td>Road safety performance indicators (SPI) was proposed as a useful instrument in comparing countries on the performance of different aspecks of their road safety system.</td>
<td>DEA</td>
<td>This study introduced a fuzzy hybrid approach that allows experts to use linguistic variables for determining S, O, and D for PFMEA by applying fuzzy ‘technique for order preference by similarity to ideal solution’ (TOPSIS) and fuzzy ‘analytical hierarchy process’ (AHP).</td>
</tr>
<tr>
<td>Kotelu and Ekmecicoglu (2012)</td>
<td>Evaluated the risk factors of each potential failure mode in linguistic variables.</td>
<td>Fuzzy TOPSIS</td>
<td>By comparing with the listed approaches, the results show that the proposed method was a suitable and effective method for prioritization of failures in system FMEA.</td>
</tr>
<tr>
<td>Liu et al. (2015)</td>
<td>The current FMEA determined the risk priorities of failure modes by using risk priority numbers (RPNs), which require the risk factors, occurrence (O), severity (S) and detection (D), to be evaluated in crisp values.</td>
<td>Fuzzy decision-making</td>
<td>This study evaluated the risk factors of failures in system FMEA.</td>
</tr>
<tr>
<td>Chen and Wu (2013)</td>
<td>Modified the FMEA</td>
<td>AHP</td>
<td>Proposed method was a suitable and effective method for prioritization of failures in system FMEA.</td>
</tr>
<tr>
<td>Sarkar and Bhattacharya (2003)</td>
<td>Evaluated the safety performance of mines.</td>
<td>DEA</td>
<td>Evaluated the safety performance of mines based on value added, effectiveness and profitability and value added was the most efficient factor among factors.</td>
</tr>
</tbody>
</table>

The current study identifies factors that are affecting in mine industries by integrating economic and safety factors. Many previous studies in the field of mine’s safety to assess and evaluate the mines safety have used different indicators, but using combination of safety and economic factors are not considered according to the best of our knowledge. To this end, this paper attempts to assess performance of a mine by safety and economic factors together by using Robust DEA.
3. Methodology

In this study, for assessing and evaluating safety and economic dimensions, a straightforward and new framework was proposed. The details of framework’s phases including 8 steps are illustrated in Fig. 1:

- **Phase 1:**
  - Identify effective factors influencing on mine’s performance based on literature review,
  - A real safety and economic data has been collected from a mine.

- **Phase 2:**
  - We perform economic and safety factors such as income, return on investment and value added as output and cost, injury, lost days, accident frequently rate, injury severity score as input in DEA and Robust DEA and common weight Robust DEA model.

- **Phase 3:**
  - We apply result of models and compare them with each other.

![Fig. 1. Flowchart of the proposed framework.](image)

a. **Data collection**

In this study, safeties and economics dimensions are used to evaluate performance of mines in north of Iran. Safety factors that are used to evaluate performance of mine industries are: accident frequency rate, injury severity score, near miss, injury.

*Accident frequency rate:* Number of accidents that happened in period of time in the company is calculated as follows,

\[
AFR = \frac{No.\ of\ accidents\ happens\ in\ year}{No.\ of\ works\ hour\ in\ year \times No.\ of\ workers} \times 100000
\]
Injury severity score: ISS is an indicator for assessing level of injury that happened in industries and it is divided into 6 important parts of body and injury of this part of body is determined as an Abbreviated Injury Scale (AIS) score which shows the severity of each injury in different parts of body and ISS can be scored from 0 to 75. The following website can help to calculate ISS:

http://www.trauma.org/archive/scores/iss

Near miss: This indicator is defined as accidents that almost happen in industries and could not be happened in other times. By this indicator companies can reduce the possibilities of their events.

Injury: This factor is defined as accidents that cause dangerous events on different parts of body.

After that, we consider economic factors that influence on mine industries which are: Income, Cost, Return on Investment, Lost days and Value added.

b. DEA methods

DEA is used for the proposed model of this paper. The first DEA model was established for solving a linear programing to find technical efficiency (Farrell, 1957). DEA compares different inputs and outputs based on decision making units (DMUs) and identifies the best DMU, compared with the rest of DMUs. There are many researches using DEA in different studies for evaluating DMUs efficiency (Charnes et al., 1978; Azadeh et al., 2014).

DEA can merge many data that it takes into an efficiency score and it is the most advantage of DEA from other data fusion methods (i.e. Principal Component Analysis (PCA)). Unknown variance of efficiency scores is the disadvantage of DEA method (Kauppinen & Khajehzadeh, 2015). The main benefits of using DEA in this study are: efficient and inefficient modules are identifiable in this method and results of this model can help decision makers evaluate performance of their systems and making some improvement (Charnes et al., 1978). Even this model can consider input and output factors together and calculate efficiency scores (Serrano Cinca et al., 2006).

The number of studies that used DEA in their papers is growing and it is obvious that DEA method has become popular compared with traditional regression modelling (Kauppinen & Khajehzadeh, 2015). DEA has been used in many different places. The basic example for usage of DEA is in medical facilities, where DEA can be used to find the most efficient facilities and compare them with each other (Kauppinen et al., 2008). In addition, we can use DEA to compare different factories that produce the same product (Kauppinen & Khajehzadeh, 2015). In DEA method, efficiency of each DMU can be established by maximum weight distribution of inputs to outputs weights variables as shown in model (1). DEA model should be run n times for all k DMUs to achieve the comparative efficiency of all DMUs.

\[
\begin{align*}
\text{max} & \quad \theta_0 = \frac{\sum_{r=1}^{s} u_r y_{0r}}{\sum_{i=0}^{m} v_i x_{i0}} \\
\text{s.t.} \quad & \frac{\sum_{r=1}^{s} u_r y_{0r}}{\sum_{i=1}^{m} v_i x_{i0}} \leq 1, \quad z = 1, \ldots, k \\
& u_r, v_i \geq 0, \quad i = 1, \ldots, m, \quad r = 1, \ldots, s
\end{align*}
\]

(1)

In model (1), there are q inputs and s outputs and variable of \( v_i \) and \( u_r \) is defined as the weights of input \( i \) and output \( r \), respectively. Also, efficiency of DMU\(_0\) shows as \( \theta_0 \). The model 1 is non-linear model and the transformed linear programming (LP) of model is:

\[
\begin{align*}
\text{max} & \quad \theta_0 = \sum_{r=1}^{s} u_r y_{0r}
\end{align*}
\]
Three models used for this study are Banker et al. (CCR) model (Charnes et al., 1978), Charnes and Cooper (BCC) model (Banker et al., 1984), and additive model (Charnes & Neralić, 1990). These DEA models are input and output oriented and Russell’s model is improvement model of basic DEA defined as compound of input and output. (See FaÈre et al. (1985), pp. 160, 161).

- **CCR model**

CCR input oriented model evaluates DMU’s efficiency by minimizing the inputs while outputs are as restriction. The model is as follow:

\[
\begin{align*}
\text{min} & \quad \theta_0 \\
\text{s.t.} & \quad \theta_0 x_{i0} \geq \sum_{j=1}^{k} \beta_j x_{ij}, \quad i = 1, \ldots, q \\
& \quad y_{r0} \leq \sum_{z=1}^{n} \beta_z y_{rz}, \quad r = 1, \ldots, s \\
& \quad \beta_z \geq 0, \quad z = 1, \ldots, n
\end{align*}
\]

(3)

By maximizing the outputs as inputs in constraint, the output oriented model achieved and this model is shown in Eq. (4):

\[
\begin{align*}
\text{max} & \quad \theta_0 \\
\text{s.t.} & \quad x_{i0} \leq \sum_{j=1}^{k} \beta_j x_{ij}, \quad i = 1, \ldots, q \\
& \quad \theta_0 y_{r0} \geq \sum_{z=1}^{n} \beta_z y_{rz}, \quad r = 1, \ldots, s \\
& \quad \beta_z \geq 0, \quad z = 1, \ldots, n
\end{align*}
\]

(4)

- **BCC model**

BCC model has one more constraint than CCR model where this constraint is equal to the summation of \(\lambda_j\). The linear programming of output oriented of this model is formulated as follows,

\[
\begin{align*}
\text{max} & \quad \theta_0 \\
\text{s.t.} & \quad x_{i0} \leq \sum_{z=1}^{k} \beta_z x_{iz}, \quad i = 1, \ldots, q \\
& \quad \theta_0 y_{r0} \geq \sum_{z=1}^{k} \beta_z y_{rz}, \quad r = 1, \ldots, s \\
& \quad \sum_{z=1}^{k} \beta_z = 1
\end{align*}
\]

(5)
The input oriented model of BCC is achieved just like the output oriented model by adding extensive constraint of BCC output oriented as follows:

\[
\begin{align*}
\min & \quad \theta_0 \\
\text{s.t.} & \quad \theta_0 x_{t0} \geq \sum_{z=1}^{k} \beta_z x_{ij}, \quad i = 1, \ldots, q \\
& \quad y_{r0} \leq \sum_{z=1}^{k} \beta_z y_{rz}, \quad r = 1, \ldots, s \\
& \quad \sum_{z=1}^{k} \beta_z = 1 \\
& \quad \beta_z \geq 0, \quad z = 1, \ldots, k
\end{align*}
\] (6)

c. Robust optimization

In this section, a robust optimization approach as an alternative for the stochastic programming and sensitivity analysis, will be explained. In robust optimization, we ensure that a planning constraint is violated through a very low probability given by the decision/design vector. To present the robust modeling, consider the following LP problem:

\[
\begin{align*}
\text{Min} & \quad \hat{c} x \\
Ex & = d \\
Ax & \geq b \\
x & \in X
\end{align*}
\] (7)

where, \(c_0\) is the row vector of the corresponding costs, and \(x\) is the column vector of variables. The constraints are separated into two parts: equality and inequality constraints. \(E\) and \(A\) are the coefficient matrices of the equality and inequality constraints, respectively. Also, \(d\) and \(b\) are the column vectors of right-hand side values of the equality and inequality constraints, respectively. It is assumed that the coefficients in \(A\) are uncertain and \(X\) is a polyhedron. In robust optimization technique, we consider a particular row \(i\) \((i = 1, \ldots, m)\) of the matrix \(A\) and \(J_i\) represents the set of coefficients in the row \(i\) that are subject to uncertainty. Assume that the true values \(\tilde{a}_{ij}\) \((j=1; \ldots ; n)\) of uncertain data entries in \(i\)-th inequality constraint are obtained from the nominal values \(a_{ij}\) of the entries by random perturbations:

\[
\tilde{a}_{ij} = a_{ij} + \Psi_{ij} \tilde{\alpha}_{ij}
\] (8)

where \(e_{ij} > 0\) is a given uncertainty level (percentage of perturbation) and \(\tilde{\alpha}_{ij}\) measures the precision of the estimation. Also, \(\Psi_{ij}(\Psi_{ij} = 0 \text{ for } j \notin J_i)\) is the scaled deviation from nominal value and has an unknown but symmetric distribution which takes values in the range of \([-1, 1]\). Therefore, each entry \(\tilde{a}_{ij}, j \in J_i\) is modeled as a symmetric and bounded random variable which takes values in \((a_{ij} - \tilde{\alpha}_{ij}; a_{ij} + \tilde{\alpha}_{ij})\). Although the aggregated scaled deviation for constraint \(i\) could take any value in the range of \([-n_i, n_i]\) but it is limited to \(\sum_{j}^{n_i} \Psi_{ij} \gamma_i \leq \Gamma_i\). Therefore, for each constraint \(i\), a parameter \(C_i\), not necessarily integer, is introduced taking values in the interval \([0, n_i]\) (Bertsimas and Sim, 2004). The role of the parameter \(\Gamma_i\) is to adjust the robustness of the proposed method against the level of conservatism of the solution. \(\Gamma_i\) is called the budget of uncertainty of constraint \(i\). If \(\Gamma_i = 0\), there is no protection against any uncertainty. If \(\Gamma_i = n_i\), the \(i\)-th constraint of the problem is fully protected against uncertainty. Finally, if \(\Gamma_i \in (0, n_i)\), the decision maker makes a trade-off between the protection level of the constraint and the degree of conservatism for the solution. The robust formulation of the model (9) based on Bertsimas and Sim (2004) is as follows:
\[
\min c x \\
Ex = d \\
\dot{a}_i x - \Gamma p_i - \sum_{j \in J} q_{ij} \geq b_i, \forall i \\
p_i + q_{ij} \geq ea_{ij}y_j, \forall i, j \\
-y_j \leq x_j \leq y_j, \forall j \\
p_i, q_{ij}, y_j \geq 0 \\
x \in X
\] (9)

The common weight robust optimization for calculating common weight of each factors is as follow:

\[
\min \sum_{j=1}^{n} (q + z) \\
\sum_{r=1}^{s} u_r y_{rj} + \sum_{i=1}^{m} \theta_j v_i x_{ij} + p_j y_j + \sum_{j \in J} q_{rj} + \sum_{j \in J} q_{ij} \leq 0 \quad j = 1, ..., n \\
\sum_{r=1}^{s} u_r y_{rj} + \sum_{i=1}^{m} \delta_j v_i x_{ij} + q + z = 0 \quad j = 1, ..., n \\
\sum_{r=1}^{s} u_r + \sum_{i=1}^{m} v_i = 1 \quad j = 1, ..., n \\
p_i + q_{ij} \geq ex_{ij}z_j, \forall i, j \\
p_i + q_{rj} \geq ey_{rj}z_j, \forall r, j \\
-z_r \leq u_r \leq z_r, \forall r \\
-z_i \leq v_i \leq z_i, \forall i \\
p_j, q_{ij}, q_{rj}, z_i, z_r \geq 0
\] (10)

The first constraint in the model (10) is used for modeling uncertainty in input and output data and the second one is applied for calculating the common weights in RDEA model. In latter constraint, the deviations from ideal value of \( f_j \) (zero) are shown by \( q + z \). In other words, the value of \( f_j \) must be equal to zero and any deviation from zero must be minimized. The objective function of the model (10) minimizes the sum of deviations for all DMUs. Briefly, the following steps are implemented to find out common weights in robust DEA:

1. Solve the models DEA and Robust DEA and calculate the efficiency (\( \theta \)) and robust efficiency (\( \delta \)) scores for all DMUs
2. Consider \( \theta \) and \( \delta \) for DMU \( j \), solve the model (10) and obtain the common weights (\( v, u \))
3. Calculate the final robust common weights efficiency scores by using Eq. (11)

\[
\varphi_j = \frac{\sum_{r=1}^{s} u_r y_{rj}}{\sum_{i=1}^{m} v_i x_{ij}}
\] (11)

4. Case study

To find factors affecting on mine’s performance, a mine in the north of Iran (exactly in Mazandaran province and in Neka city) with 56 different sites of extract is investigated. This mine has 75 employees and its revenue is about a million dollar in a month.

Extraction of this mine are different kinds of sands and Gravel. This mine contacts with many construction companies and other companies who need this production such as: Construction Companies, company sealants and other related companies. It has one central site that machines which coverts raw
sand to different kinds of sands and sales department located in this site and all business works are performed in this site.

5. Results

We have used DEA, RDEA and CWRDEA to assess the performance of 56 different sites of a mine in north of Iran. After gathering the necessary data from sources the models are applied.

a. DEA result

The results of DEA for 56 sites of a mine are shown in Table 2. In this study, we have used CCR input oriented model for this case. Moreover, the results show that many of these sites were efficient. As a fact this result cannot be realistic, because of that in this study we have added an uncertainty factor in order to find better results.

b. RDEA result

The results of the RDEA model are shown in Table 2. Regarding to the existence of a few sources of the uncertain data (number of inputs and outputs) in order to ensure full protection, it is necessary that $F$ to be set equal to 4 for all constraints. The value of $F = 4$ implies that the system is protected against 100% of the uncertain parameters taking their worst-case value. Also, the perturbations $e_i$ are set to 5% for all uncertain data. According to the RDEA model, minimum, maximum and mean of efficiency scores for Iranian provincial gas companies in 2008 are 0.4927, 0.9981 and 0.7828, respectively.

c. CWRDEA result

Now, the CWRDEA model is applied to a cross-section of 56 sites of sand mine company and efficiency measures are calculated for each unit of the given data set. We have assumed that the measurement errors in the mine’s data could be up to 5% (of the measured values). In addition, management center wanted to compare and rank the companies with common weights for inputs and outputs. The results of CWRDEA model for this mine are shown in Table 2. As shown, the highest and the lowest scores the efficiency scores change from 0.4927 and 0.9981 to 0.4894 and 0.9857. The mean overall technical efficiency score of sand mine company is 0.7746. Also, the results of common weights are shown in Table 2 these common weights are calculated for $F = 4$.

6. Conclusion

In this paper, a common weight robust DEA was performed in order to calculate the performance of different sites of sand mine in north of Iran and rank them to identify the most efficient site among 56 sites which are available in this mine. CCR model gives efficiency without uncertainty, but in real situation, data is not absolutely fixed and a level of uncertainty is available. Because of this reason, in this study we used common weight robust DEA for: (1) by considering uncertainty in this study and (2) by considering input and output together. The results showed that using common weight robust DEA model could be more efficient than other DEA model without uncertainty and we could identify the most efficient DMUs in real situation. For future studies, we recommend to apply the models presented in this study to other industrial and economical centers such as shopping centers, hospitals and industrial plants.
Table 2
Efficiency of different DMU in different DEA model

<table>
<thead>
<tr>
<th>DMU</th>
<th>DEA Rank</th>
<th>RDEA Rank</th>
<th>CWRDEA Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>site01</td>
<td>1</td>
<td>1</td>
<td>0.9274</td>
</tr>
<tr>
<td>site02</td>
<td>1</td>
<td>1</td>
<td>0.9710</td>
</tr>
<tr>
<td>site03</td>
<td>0.5972</td>
<td>52</td>
<td>0.5507</td>
</tr>
<tr>
<td>site04</td>
<td>0.6427</td>
<td>46</td>
<td>0.5930</td>
</tr>
<tr>
<td>site05</td>
<td>0.6018</td>
<td>51</td>
<td>0.5348</td>
</tr>
<tr>
<td>site06</td>
<td>0.5378</td>
<td>54</td>
<td>0.5104</td>
</tr>
<tr>
<td>site07</td>
<td>1</td>
<td>1</td>
<td>0.9176</td>
</tr>
<tr>
<td>site08</td>
<td>0.9630</td>
<td>21</td>
<td>0.9476</td>
</tr>
<tr>
<td>site09</td>
<td>1</td>
<td>1</td>
<td>0.8994</td>
</tr>
<tr>
<td>site10</td>
<td>1</td>
<td>1</td>
<td>0.9174</td>
</tr>
<tr>
<td>site11</td>
<td>1</td>
<td>1</td>
<td>0.9384</td>
</tr>
<tr>
<td>site12</td>
<td>1</td>
<td>1</td>
<td>0.9862</td>
</tr>
<tr>
<td>site13</td>
<td>0.9412</td>
<td>23</td>
<td>0.8979</td>
</tr>
<tr>
<td>site14</td>
<td>1</td>
<td>1</td>
<td>0.9638</td>
</tr>
<tr>
<td>site15</td>
<td>0.9865</td>
<td>19</td>
<td>0.9357</td>
</tr>
<tr>
<td>site16</td>
<td>0.5878</td>
<td>53</td>
<td>0.5725</td>
</tr>
<tr>
<td>site17</td>
<td>0.7195</td>
<td>39</td>
<td>0.6720</td>
</tr>
<tr>
<td>site18</td>
<td>0.6380</td>
<td>47</td>
<td>0.5679</td>
</tr>
<tr>
<td>site19</td>
<td>1</td>
<td>1</td>
<td>0.9581</td>
</tr>
<tr>
<td>site20</td>
<td>0.9434</td>
<td>22</td>
<td>0.8792</td>
</tr>
<tr>
<td>site21</td>
<td>0.5185</td>
<td>56</td>
<td>0.4927</td>
</tr>
<tr>
<td>site22</td>
<td>0.7377</td>
<td>37</td>
<td>0.6527</td>
</tr>
<tr>
<td>site23</td>
<td>0.9688</td>
<td>20</td>
<td>0.8248</td>
</tr>
<tr>
<td>site24</td>
<td>1</td>
<td>1</td>
<td>0.8932</td>
</tr>
<tr>
<td>site25</td>
<td>0.6357</td>
<td>48</td>
<td>0.6247</td>
</tr>
<tr>
<td>site26</td>
<td>0.7429</td>
<td>56</td>
<td>0.5563</td>
</tr>
<tr>
<td>site27</td>
<td>0.8126</td>
<td>33</td>
<td>0.7870</td>
</tr>
<tr>
<td>site28</td>
<td>1</td>
<td>1</td>
<td>0.9346</td>
</tr>
<tr>
<td>site29</td>
<td>0.6024</td>
<td>50</td>
<td>0.5640</td>
</tr>
<tr>
<td>site30</td>
<td>0.6779</td>
<td>41</td>
<td>0.5299</td>
</tr>
<tr>
<td>site31</td>
<td>0.7641</td>
<td>35</td>
<td>0.6342</td>
</tr>
<tr>
<td>site32</td>
<td>0.8691</td>
<td>27</td>
<td>0.7816</td>
</tr>
<tr>
<td>site33</td>
<td>0.7799</td>
<td>34</td>
<td>0.7103</td>
</tr>
<tr>
<td>site34</td>
<td>0.8577</td>
<td>30</td>
<td>0.7849</td>
</tr>
<tr>
<td>site35</td>
<td>0.6248</td>
<td>49</td>
<td>0.6153</td>
</tr>
<tr>
<td>site36</td>
<td>0.5223</td>
<td>55</td>
<td>0.5034</td>
</tr>
<tr>
<td>site37</td>
<td>0.8130</td>
<td>32</td>
<td>0.7908</td>
</tr>
<tr>
<td>site38</td>
<td>1</td>
<td>1</td>
<td>0.9981</td>
</tr>
<tr>
<td>site39</td>
<td>1</td>
<td>1</td>
<td>0.9788</td>
</tr>
<tr>
<td>site40</td>
<td>0.6521</td>
<td>43</td>
<td>0.6463</td>
</tr>
<tr>
<td>site41</td>
<td>1</td>
<td>1</td>
<td>0.9794</td>
</tr>
<tr>
<td>site42</td>
<td>1</td>
<td>1</td>
<td>0.9970</td>
</tr>
<tr>
<td>site43</td>
<td>0.7128</td>
<td>40</td>
<td>0.6957</td>
</tr>
<tr>
<td>site44</td>
<td>0.9010</td>
<td>25</td>
<td>0.8902</td>
</tr>
<tr>
<td>site45</td>
<td>1.0000</td>
<td>1</td>
<td>0.9609</td>
</tr>
<tr>
<td>site46</td>
<td>0.8624</td>
<td>28</td>
<td>0.8197</td>
</tr>
<tr>
<td>site47</td>
<td>0.8168</td>
<td>31</td>
<td>0.8090</td>
</tr>
<tr>
<td>site48</td>
<td>0.6486</td>
<td>44</td>
<td>0.7930</td>
</tr>
<tr>
<td>site49</td>
<td>1.0000</td>
<td>1</td>
<td>0.9523</td>
</tr>
<tr>
<td>site50</td>
<td>0.8590</td>
<td>29</td>
<td>0.8089</td>
</tr>
<tr>
<td>site51</td>
<td>0.6717</td>
<td>42</td>
<td>0.6300</td>
</tr>
<tr>
<td>site52</td>
<td>0.9111</td>
<td>24</td>
<td>0.8876</td>
</tr>
<tr>
<td>site53</td>
<td>0.6467</td>
<td>45</td>
<td>0.6317</td>
</tr>
<tr>
<td>site54</td>
<td>0.7375</td>
<td>38</td>
<td>0.7162</td>
</tr>
<tr>
<td>site55</td>
<td>0.8850</td>
<td>26</td>
<td>0.8354</td>
</tr>
<tr>
<td>site56</td>
<td>1.0000</td>
<td>1</td>
<td>0.9841</td>
</tr>
<tr>
<td>Mean</td>
<td>0.8284</td>
<td>0.7828</td>
<td></td>
</tr>
</tbody>
</table>
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