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**Abstract**

One of the most important tasks of science in different fields is to find the relationships among various phenomena in order to predict future. Production and service organizations are not exceptions and they should predict future to survive. Predicting the life cycle of the organization’s products is one of the most important prediction cases in an organization. Predicting the product life cycle provides an opportunity to identify the product position and help to get a better insight about competitors. This paper deals with the predictability of the product life cycle with Adaptive Network-Based Fuzzy Inference System (ANFIS). The population of this study was Pegah Fars products and the sample was this company’s cheese products. In this regard, this paper attempts to model and predict the product life cycle of cheese products in Pegah Fars Company. In this due, a designed questionnaire was distributed among some experts, distributors and retailers and seven independent variables were selected. In this survey, ANFIS sales forecasting technique was employed and MATLAB software was used for data analysis. The results confirmed ANFIS as a good method to predict the product life cycle.
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**1. Introduction**

Life cycle theory has been used since the 1970s to describe the behavior of a product or service from design to obsolescence. The typical pattern of a product is represented by a curve divided into four distinct phases: introduction, growth, maturity, and decline (Rink et al., 1999). After the product is introduced, sales begin growing slowly, until a critical mass of consumer awareness is reached, and then sales grow rapidly. Eventually, the rapid growth cools down, and the product enters a sustained period of slow growth, or level sales. Eventually, sales will decrease, at first slowly, then more rapidly. Once sales fall below some threshold level, the product will eventually be terminated, and sales will drop to zero (Gallo, 1992). The time length of any stage and the shape of the overall product life cycle (PLC) may vary for various products and industries (Rink et al., 1999). Recent
research in the area has concentrated on its use in decision making in areas ranging from those as broad as overall strategy to those as narrow as equipment replacement (Ryan et al., 1996).

The PLC can be a valid framework for evaluating competitive dynamics, the organizational response in terms of marketing mix variables and the sales force compensation strategy based on sales efforts. The compensation system should be designed to reinforce the overall strategy of the organization and should be guided by the stages in the PLC (Madhani, 2011). The recognition of patterns is the basis of all sciences (Watanabe, 1985). In fact, pattern recognition systems are systems that automatically identify objects based on their measured properties or features derived from these properties. With this viewpoint, a neural network also is a pattern recognition system (Lia et al., 2002). Recently, artificial neural networks (ANNs) have been accepted as a potentially useful tool for modeling complex non-linear systems and widely used for prediction (Ham & Kostanic, 2001).

Since fuzzy set theory was suggested by Zadeh (1965), pattern recognition problems have been intensively studied with fuzzy set (Bezdek, 1981). The revolutionary significance of fuzzy set theory is to provide a mathematical method for describing intuitive knowledge of humans. In principle, a mathematical model constructed in accordance with the classical theory must be interpreted in natural language that could be understood intuitively. In contrast to classical methodology, a fuzzy approach to modeling begins with a practical interpretation of concepts, and then generates intuitive logical relations between concepts and constructs of a model. A model constructed in accordance with the fuzzy theory, therefore, is certainly interpretable (Turksen, 1991).

In recent years, a great deal of attention has been directed towards applying the fusion of fuzzy logic and neural networks to develop intelligent systems. This is because the two technologies are strongly complementary to each other (Lia et al., 2002).

2. The methodology of ANFIS

Since Zadeh (1965) proposed the fuzzy logic theorem to describe complicated systems, it has become popular and successfully used for many problems. The main problem with fuzzy logic is that there was no systematic procedure for the design of a fuzzy controller. On the other hand, a neural network has the ability to learn from the environment (input–output pairs), self-organize its structure, and adapt to it in an interactive manner. For this reason, we propose the use of the adaptive neuro-fuzzy inference system (ANFIS) methodology (Jang, 1993) to self-organize network structure and to adapt parameters of the fuzzy system for predicting the product life cycle.

2.1. Architecture and algorithm

The ANFIS is a multilayer feed forward network, which uses neural network learning algorithms and fuzzy reasoning to map an input space to an output space. With the ability to combine the verbal power of a fuzzy system with the numeric power of a neural system adaptive network, ANFIS has been shown to be powerful in modeling numerous processes, such as motor fault detection and diagnosis (Altug, Chow & Trussell, 1999), power systems dynamic load (Djukanovic et al., 1997), (Oonsivilai & El-Hawary, 1999), wind speed (Sfetsos, 2000), forecasting system for the demand of teaching human resources (Liao, Su & Wu, 2001), and real time reservoir operation (Chang et al., 2005). ANFIS possesses good capability of learning, constructing, expensing, and classifying different things. It has the advantage of allowing the extraction of fuzzy rules from numerical data or expert knowledge and adaptively constructs a rule base. Furthermore, it can tune the complicated conversion of human intelligence to fuzzy systems. The main drawback of the ANFIS forecasting model is the time requested for training structure and determining parameters, which take much time. For simplicity, we assume the fuzzy inference system under consideration has two inputs, x and y,
and one output, \( z \). For a first-order Sugeno fuzzy model (Takagi & Sugeno, 1985), a typical rule set with two fuzzy if–then rules can be expressed as

Rule 1: If \( x \) is \( A_1 \) and \( y \) is \( B_1 \) then \( Z_1 = p_1 \cdot x + q_1 \cdot y + r_1 \)
Rule 2: If \( x \) is \( A_2 \) and \( y \) is \( B_2 \) then \( Z_2 = p_2 \cdot x + q_2 \cdot y + r_2 \)

where \( p_i, q_i \) and \( r_i \) (\( i = 1 \) or 2) are linear parameters in the then-part (consequent part) of the first-order Sugeno fuzzy model. The architecture of ANFIS consists of five layers (Fig. 1), and a brief introduction of the model is as follows.

Layer 1: input nodes. Each node of this layer generates membership grades to which they belong and each of the appropriate fuzzy sets using membership functions.

\[
O_{1,i} = \mu_{A_i}(x) \quad \text{for } i = 1,2 \quad O_{1,i} = \mu_{B_{i-2}}(y) \quad \text{for } i = 3,4
\]

where \( x, y \) are the crisp inputs to node \( i \), and \( A_i, B_i \) (small, large, etc.) are the linguistic labels characterized by appropriate membership functions \( \mu_{A_i}, \mu_{B_i} \) respectively. Due to smoothness and concise notation, the Gaussian and bell-shaped membership functions are increasingly popular for specifying fuzzy sets. The bell-shaped membership functions have one more parameter than the Gaussian membership functions, so a non-fuzzy set can be approached when the free parameter is tuned.

\[
\mu_{A_i} = \frac{1}{1 + \frac{1}{a_i} (x - c_i)^2}
\]

\[
\mu_{B_{i-2}} = \frac{1}{1 + \frac{1}{a_i} (y - c_i)^2}
\]

where \( \{a_i, b_i, c_i\} \) is the parameter set of the membership functions in the premise part of fuzzy, if–then rules that change the shapes of the membership function. Parameters in this layer are referred to as the premise parameters.

Layer 2: rule nodes. In the second layer, the AND operator is applied to obtain one output that represents the result of the antecedent for that rule, i.e., firing strength. Firing strength means the
degrees to which the antecedent part of a fuzzy rule is satisfied and it shapes the output function for
the rule. Hence, the outputs $O_{2,k}$ of this layer are the products of the corresponding degrees from
Layer 1

$$O_{2,k} = w_k = \mu_{A_i}(x) \times \mu_{B_j}(y) \quad k = 1, \ldots, 4; \quad i = 1, 2; \quad j = 1, 2$$

Layer 3: Average nodes: In the third layer, the main objective is to calculate the ratio of each $i^{th}$ rules
firing strength to the sum of all rules firing strength. Consequently, $\bar{w}_i$ is taken as the normalized
firing strength

$$O_{3,i} = \bar{w}_i = \frac{w_i}{\sum_{k=1}^{4} w_k} \quad i = 1, \ldots, 4$$

Layer 4: consequent nodes. The node function of the fourth layer computes the contribution of each
$i^{th}$ rules toward the total output and the function defined as

$$O_{4,i} = \bar{w}_i f_i = w_i (p_i x + q_i y + r_i) \quad i = 1, \ldots, 4$$

where $w_i$ is the $i^{th}$ nodes output from the previous layer, as for $\{p_i, q_i, r_i\}$, they are the coefficients of
this linear combination and also the parameter set in the consequent part of the Sugeno fuzzy model.

Layer 5: output nodes.: The single node computes the overall output by summing all the incoming
signals. Accordingly, the defuzzification process transforms each rules fuzzy results into a crisp
output in this layer

$$O_{5,1} = \sum_{i=1}^{4} \bar{w}_i f_i = \frac{\sum_{i=1}^{4} w_i f_i}{\sum_{i=1}^{4} w_i}$$

This network is trained based on supervised learning. So our goal is to train adaptive networks to be
able to estimate unknown functions given by training data and then determine the precise value of the
above parameters. The distinguishing characteristic of the approach is that ANFIS applies a hybrid-
learning algorithm, the gradient descent method and the least-squares method, to update parameters.

The task of the learning procedure has two steps: In the first step, the least square method identifies
the consequent parameters, while the antecedent parameters (membership functions) are assumed to
be fixed for the current cycle through the training set. Then, the error signals propagate backward.
Gradient descent method is used to update the premise parameters, through minimizing the overall
quadratic cost function, while the consequent parameters remain fixed. The detailed algorithm and
mathematical background of the hybrid-learning algorithm can be found in.

3. Choice of the input factors

To do this prediction, it needs to describe which factors are relevant to the product life cycle. To
obtain the variables influencing the PLC, the study has used questionnaire methods. The proposed
case study of this paper consists of different parts including production, quality, commercial and
technical. In our survey, 8 questionnaires were given to distributors, 7 questionnaires were distributed
among some of retailers and 4 questionnaires were distributed and sales representatives. In the
questionnaires, they were asked to name 20 factors influencing the PLC. By classifying these factors
in those same categories, eventually, 7 factors were identified, which include merit product, price, advertising, competitors, distribution, iteration sale month and product type.

The merit product variable is divided into 7 separate variables with sum scores of these variables, the variable product merit is achieved. 7 variables that determine the product merit are quality of raw material, texture quality, taste quality, packaging quality, beauty of packaging, weight and being new. Then these factors are rated according to the desired product. There are seven factors being used for the inputs to the artificial ANFIS proposed in this paper and the output is product life cycle.

4. Case study

*Establishment of fuzzy rule bases by the subtractive fuzzy clustering*

In this survey, Pegah Fars products were selected as population and cheese product were selected as samples. In this regard, this paper attempts to model and to predict product life cycle cheese product in Pegah Fars Company. The ANFIS models are built to create the fuzzy inference system and then to estimate the PLC based on given input–output patterns. As mentioned above, there are 7 input variables. The subtractive fuzzy clustering can automatically determine the number of clusters. It assumes each data point is a potential cluster center and calculates a measure of the likelihood that each data point would define the cluster center, based on the density of surrounding data points. First, each data point is considered as a potential cluster center instead of grid point. The density measure of each data point $x_i$ is defined as

$$D_i = \sum_{j=1}^{n} \exp \left( - \frac{||x_i - x_j||^2}{(r_a/2)^2} \right)$$

where the positive constant $r_a$ is the radius defining a neighborhood of a cluster center. After the density measure of each data point is selected, the point with the highest density $D_{c1}$ as the first cluster center $x_{c1}$ is selected. In order to avoid neighborhood points of the first cluster center being selected as the second center, the density measure of each data point $x_i$ is revised as

$$D_i = D_i - D_{c1} \exp \left( - \frac{||x_i - x_{c1}||^2}{(r_b/2)^2} \right)$$

The recommended value of setting $r_b$ is equal to 1.5 $r_a$. The modification of the density measure in the remaining point set is applied in each step. The process of determining the cluster center and its corresponding density are repeated until some stop conditions are met. After several numbers of clustering are evaluated, each forecasting model adopts appropriate number of rules. It appears that the subtractive fuzzy clustering does significantly reduce the number of rules, where all forecasting models only need a few number of rules. That means the vast and complex input–output patterns (7 input variables and one output) could be efficiently clustered into a few of rules, and those rules could make an accurate forecasting model.

5. Performance measures

To obtain the better performance of learning, it is necessary to choose the proper parameters values and use them to train the ANFIS predictive model in this paper. There are two indices used to measure the training and test performance. They are root mean squared error (RMSE) and correlation coefficient (R),
\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (q_o(t) - q_p(t))^2}, \]

\[ R^2 = \frac{\sum_{i=1}^{n} (q_o(t) - \bar{q}_o(t))(q_p(t) - \bar{q}_p(t))}{\left( \sum_{i=1}^{n} (q_o(t) - \bar{q}_o(t))^2 \right)^{0.5} \left( \sum_{i=1}^{n} (q_p(t) - \bar{q}_p(t))^2 \right)^{0.5}}, \]

where \( n \) is the number of training data in an epoch, \( q_o \) and \( q_p \) are the desired output value and ANFIS’s output value for the \( i \)th training datum of the epoch, respectively.

6. Results and discussion

Subclustering method of fuzzy inference systems tried to generate the fuzzy rule base sets. A number of 60 epochs for training was applied to obtain the minimum root mean square error (RMSE) and maximum square of correlation coefficient \( R^2 \) that the perfect agreement is achieved when RMSE and \( R^2 \) are equal to 0.0 and 1.0 respectively. The data set was divided randomly into three subsets as 70% for training, 15% for testing and 15% for checking purposes. More data is used in the training phase because ANFIS is more adapted nonlinear functional dependency between input and output variables. Generally, fuzzy rules were described by an expert. Instead of consulting an expert, the rules were automatically generated in this study. The optimum ANFIS structures were obtained by trial and error of grid partition fuzzy inference system and the lowest RMSE and highest \( R^2 \) values were obtained with subclustering system.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Predicting using fuzzy neural network</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adaptive Network-Based Fuzzy Inference System (ANFIS)</td>
</tr>
<tr>
<td></td>
<td>Subtractive fuzzy clustering</td>
</tr>
<tr>
<td>Month</td>
<td>Stage</td>
</tr>
<tr>
<td>April</td>
<td>train</td>
</tr>
<tr>
<td></td>
<td>test</td>
</tr>
<tr>
<td></td>
<td>check</td>
</tr>
<tr>
<td>May</td>
<td>train</td>
</tr>
<tr>
<td></td>
<td>test</td>
</tr>
<tr>
<td></td>
<td>check</td>
</tr>
<tr>
<td>June</td>
<td>train</td>
</tr>
<tr>
<td></td>
<td>test</td>
</tr>
<tr>
<td></td>
<td>check</td>
</tr>
<tr>
<td>July</td>
<td>train</td>
</tr>
<tr>
<td></td>
<td>test</td>
</tr>
<tr>
<td></td>
<td>check</td>
</tr>
<tr>
<td>August</td>
<td>train</td>
</tr>
<tr>
<td></td>
<td>test</td>
</tr>
<tr>
<td></td>
<td>check</td>
</tr>
<tr>
<td>September</td>
<td>train</td>
</tr>
<tr>
<td></td>
<td>test</td>
</tr>
<tr>
<td></td>
<td>check</td>
</tr>
</tbody>
</table>

Predicting plc for chess A:

At this stage, examine capability of model using data of product A. First, we need determine the inputs to this product. The following summarizes the necessary information for product A:
<table>
<thead>
<tr>
<th>Product</th>
<th>Product</th>
<th>Price</th>
<th>Advertising</th>
<th>Competitors</th>
<th>Distribution</th>
<th>Iteration</th>
<th>sale</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>40</td>
<td>20</td>
<td>80</td>
<td>30</td>
<td>40</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 2.** Comparison of the actual life cycle and predicted life cycle

### 7. Conclusions

In this paper, an Adaptive Network-Based Fuzzy Inference System (ANFIS) predictive model was proposed. The model can be applied for predicting product life cycle and recommendations to managers and marketers. After learning the training data, the trained ANFIS predictive model can infer the unseen test data with accuracy. The results of training and test performance have shown that the ANFIS predictive model was a good forecasting method in complex and various environments, even if the underlying relationship between inputs and outputs were nonlinear.
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