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 Risk monitoring and control is often poorly implemented in construction projects because of a 
failure to monitor and manage identified risks. Construction companies experience significant 
losses due to project managers' lack of project risk monitoring and control in construction pro-
jects. Most studies have concentrated on risk identification, risk assessment, and risk analysis 
processes while neglecting crucial risk management processes of risk control, risk monitoring, 
and risk response. The lack of research on these three crucial processes highlights a gap in the 
literature concerning how these processes can increase the delivery of successful projects. The 
purpose of this study was to examine whether the utilization of project risk monitoring and con-
trol practices was related to project success in construction projects in the United States. An 
electronic survey instrument was used to collect data from a sample of 50 construction project 
managers in the Dallas-Fort Worth area in the state of Texas, in the United States. Spearman rho 
correlation analysis was used to examine the relationship between project risk monitoring and 
control practices and project success. The results of this study indicated that all project risk 
monitoring and control practices, including risk reassessment, risk audits, contingency reserves 
analysis, and risk status meetings, were significantly and positively related to project success in 
construction projects. One of the recommendations presented in this study was that future re-
search should conduct the same study in developing countries to see if the study’s findings re-
main the same and generalizable. The study concluded that construction organizations should 
regularly consider the importance and usage of project risk monitoring and control practices and 
apply them to improve the success rate of a project. 
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1. Introduction 
 

 
Risk monitoring and control is often poorly implemented in construction projects because of a failure to manage and monitor 
risks that have been identified (Chapman, 2019). A risk is an uncertain event that can negatively or positively affect project 
goals like cost, quality, scope, and time (Project Management Institute [PMI], 2017). Project risk monitoring and control is 
a process of tracking identified risks, identifying and analyzing new risks, monitoring the implementation of risk response 
plans, and assessing the effectiveness of risk management processes throughout a project (PMI, 2017). A risk is likely to 
occur during a construction project’s lifecycle, resulting in reduced project performance (Obondi, 2020a). The construction 
industry is subject to a higher risk level than other industries because of the complex and dynamic character of construction 
activities. External and internal factors like project budget and schedule constraints, complexity, complicated procedures, 
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hostile environments, scope changes, and technical difficulties are among the primary risk sources in construction projects 
(Alashwal and Al-Sabahi, 2018). Construction companies often suffer significant losses because project managers do not 
adequately engage in risk monitoring and control in construction projects that they oversee (Obondi, 2020a). These losses 
can amount to up to 85% of the total cost of a project (Senesi et al., 2015). Construction project managers often use improper 
risk management methods when dealing with risks. Frequently, rather than following proper risk management processes, 
project managers utilize personal instincts for both managing and mitigating risks (Qazi et al., 2016).  
 
Since risks impact project performance, risks must be adequately controlled, monitored, and handled to ensure successful 
project delivery. Unmonitored or uncontrolled risks could cause cost overruns, scheduling delays, inferior project perfor-
mance, and, ultimately, project failure (Khan & Gul, 2017). The failure of a project is harmful to the bottom-line perfor-
mance, reputation of a construction organization, its share price, the confidence of stakeholders, and the achievement of an 
organization’s strategic objectives (Chapman, 2019). Risks like accidents, design errors, poor safety records, structural and 
equipment failures plague the construction industry, which has resulted in reduced customer satisfaction (Khan and Gul, 
2017). Additionally, the Construction Industry Institute (2014) reported that merely 5% of projects were on budget, were 
completed within the correct time frame, and met quality requirements, which resulted in low construction performance. In 
turn, low construction performance was associated with the failure to monitor and manage risks appropriately (Chapman, 
2019).  
 
As risks in construction projects persist, so too does the necessity to embrace reasonable risk management practices. Risk 
monitoring and control practices should be emphasized and implemented in every construction project to ensure the achieve-
ment of project goals (Obondi, 2020a). Project managers should be aware of risk monitoring and control practices that 
include change control, risk audits, risk reassessment, risk status meetings, risk trend analysis, risk matrices, contingency 
reserves analysis, and technical performance measurement. These practices minimize the negative impacts of risk if per-
formed regularly and adequately (Didraga, 2013; PMI, 2013; Salah & Moselhi, 2015b).  

 
1.1. Rationale for the Study  
 
Even though many risk management aspects have been examined regarding construction projects, risk management prac-
tices are seldom applied in day-to-day project routines (Carvalho & Rabechini, 2015; Khan & Gul, 2017; Sharma, 2013; 
Zhao et al., 2013). When proper risk management practices are not used, large financial deficits in a project, which can be 
up to 85% of the total cost of a project, can sometimes occur (Senesi et al., 2015). Furthermore, Cakmak and Tezel (2019) 
found that most studies have concentrated on the identification of risk, risk assessment, and risk analysis while neglecting 
other crucial processes like risk control, risk monitoring, and risk response. The absence of research concentrating on these 
three crucial processes highlights a gap in the literature concerning how these processes can boost the delivery of successful 
projects.  
 
Serpell, Ferrada, and Rubio (2017) considered the value of understanding and following risk response, monitoring, and 
control practices while carrying out a construction project. They argued that project managers often neglect these essential 
steps, which reduces performance and the likelihood of a project’s success. Similarly, Sigmund and Radujkovic (2016) 
noted that risk response, monitoring, and control practices were often the last processes to be used when projects were 
managed. Indeed, project managers often tend to skip specific risk response and monitoring steps as well as control practices 
simply because they followed the parameters of past construction projects that had similar boundaries (Obondi, 2020a; 
Sigmund & Radujkovic, 2016).  
 
Further highlighting the gaps found in previous studies, the PMI (2011) listed the underuse of control practices, risk moni-
toring, and risk responses as three of the top 10 mistakes found in the construction industry. While the monitoring of risks 
should be a continuous process and be practiced over the lifetime of a project, many project managers often fail to engage 
in the practice (Obondi, 2020a). Consequently, project managers tend to be confused about risk causes, events, and impacts. 
They also do not consider contingency plans along with response plans, do not hold team members accountable for particular 
risk events, and do not make risk management an ongoing process or a priority (Obondi, 2020a; PMI, 2011). Project man-
agers tend to pay little attention to risk control practices, leaving the risks associated with many projects often unattended 
and untreated (Baharuddin & Yusof, 2017). Therefore, it appeared necessary to investigate this underexplored area of pro-
ject risk management. The results of this study will help close the gap in this underexplored project risk management prac-
tice. 

  
1.2. Statement of the Problem 
 
The problem addressed in this study was that construction companies are experiencing significant losses due to the absence 
of project risk monitoring and control by project managers in the construction projects that they oversee. These losses can 
amount to up to 85% of the total cost of a project (Senesi et al., 2015). This problem persists because of the absence of risk 
management capabilities and knowledge; failure to respond, monitor, and control identified risks; and risks being inade-
quately considered by project managers (Chapman, 2019; Fabricius & Buttgen, 2015; Serpell et al., 2017). If risks are 



K. C. Obondi / Journal of Project Management 7 (2022) 
 

37

inadequately monitored and controlled, a cascade of problems can ensue, including accidents, cost overruns, delays in 
schedules, design errors, equipment failure, labor strikes, low customer satisfaction, poor quality work, structural failure, 
and, ultimately, even project failure (Khan & Gul, 2017). The failure of a project can be detrimental to bottom-line perfor-
mance, reputation, share price, stakeholder confidence, and the realization of an organization's strategic objectives (Chap-
man, 2019). While a lack of proper project risk monitoring and control process in construction projects is known to cause 
project failure, what remains unknown is how implementing project risk monitoring and control practices impact the level 
of project success in construction projects in the United States. 

  
1.3. Purpose of the Study 

 
The purpose of this study was to examine whether the utilization of project risk monitoring and control practices (risk re-
assessment, risk audits, contingency reserves analysis, and risk status meetings) is related to project success in construc-
tion projects in the United States. Specifically, the main objectives of this study were to:   
 
1. Examine whether the usage of the risk reassessment technique is related to project success in construction projects. 
2. Examine whether the usage of the risk audits technique is related to project success in construction projects. 
3. Examine whether the usage of contingency reserves analysis is related to project success in construction projects. 
4. Examine whether the usage of risk status meetings is related to project success in construction projects. 

 
1.4. Research Questions 

 
This research addressed the following research questions (RQs): 

 
RQ1. To what extent is the utilization of risk reassessment related to project success in construction projects? 
RQ2. To what extent is the utilization of risk audits related to project success in construction projects? 
RQ3. To what extent is the utilization of contingency reserves analysis related to project success in construction projects? 
RQ4. To what extent is the utilization of risk status meetings related to project success in construction projects?  

 
1.5. Hypotheses 

 
The proposed hypotheses for this study are: 

 
H10. There is no positive relationship between risk reassessment and project success in construction projects. 
H1a. There is a positive relationship between risk reassessment and project success in construction projects. 
H20. There is no positive relationship between risk audits and project success in construction projects. 
H2a. There is a positive relationship between risk audits and project success in construction projects. 
H30. There is no positive relationship between contingency reserves analysis and project success in construction projects. 
H3a. There is a positive relationship between contingency reserves analysis and project success in construction projects. 
H40. There is no positive relationship between risk status meetings and project success in construction projects. 
H4a. There is a positive relationship between risk status meetings and project success in construction projects.  

 
1.6. Location of the Study 

 
This study was conducted in Dallas-Fort Worth, in the state of Texas, in the United States. The population of the study 
included construction project managers who met the following criteria: each construction project manager must (a) have 
been currently employed as a project manager and had a minimum of three years of experience managing construction 
projects, (b) had managed risk on a completed construction project, (c) must have possessed an academic or professional 
qualification or a bachelor’s degree or higher, and (d) must have been employed in a construction company in the Dallas-
Fort Worth, Texas area. 

  
1.7. Significance of the Study 

 
This study will serve as a source of knowledge that practitioners may utilize to manage or respond to risks in their area of 
practice. This study provides project management practitioners with a more profound and detailed understanding of the 
benefits and relationships that exist between project risk monitoring and control practices and project performance. The 
findings from this study will help organizations solve project risk management issues to ensure the successful completion 
of their projects. The results from this study will help close the gap in underexplored project risk management practices. 
Suppose a connection exists between project success and the use of project risk monitoring and control practices. In that 
case, a genuine reason could exist for the increased use of these practices as a guideline for improving and enhancing the 
implementation of risk management in the construction industry. 
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2. Literature Review 
 
The objectives of risk monitoring and control practices are to monitor the project’s progress and the environment, assess 
specific risk situations, and operate risk management mechanisms (Ning & Mao, 2011). Suitable project risk monitoring 
and control practices aid managers in assessing and analyzing risks while creating appropriate risk response strategies (Ning 
& Mao, 2011; PMI, 2017). Appropriate project risk monitoring and control processes also enhance the efficiency of a risk 
management approach throughout the project life cycle (Obondi, 2020a; PMI, 2017). The use of risk monitoring and control 
practices in a construction project prevents project failure and involves all relevant stakeholders in achieving a project’s 
objectives (Grigore et al., 2018). In a construction project, everyone involved in the project must perform risk monitoring 
and control processes to prevent project failure (Obondi, 2020a).  
 
In project risk monitoring and control, monitoring focuses on the status of risks and reviews the actions taken to mitigate 
them, while control focuses on correcting the deviations from the planned response actions to the risk and improving the 
processes of risk management (Mandru, 2016). Monitoring and controlling risk are critical in the construction industry. 
Cagliano et al. (2015) discovered that for project managers in construction projects to reduce, transfer, or avoid risks in a 
project, they must pass through different steps of the risk management process. They noted that the steps needed for the risk 
management process included risk planning, risk identification, risk analysis, risk response, and risk monitoring and control. 
However, project managers cannot reduce risks in construction work if they only identify and assess risks without monitor-
ing and controlling them (Obondi, 2020a). A strong need exists for assessing, monitoring, and controlling risk throughout 
all phases of a project. 
 
Risks must be proactively identified, assessed, analyzed, mitigated, monitored, and controlled throughout the life cycle of 
a project. Construction project managers should proactively and continuously manage, monitor, and control project risks to 
boost project performance and prevent project failure. Project risk monitoring and control help track risks and implement 
risk response plans, reducing the impact of risks on project performance (Obondi, 2020a). The regular implementation of 
the risk monitoring process enables a project team to define what must be improved from one analyzed period to another 
(Mamoghli et al., 2015).  

 
2.1. Project Risk Monitoring and Control Practices 
 

In project risk management, risk monitoring and control practices include risk reassessment, risk audits, risk trend analysis, 
contingency reserves analysis, risk status meetings, a risk matrix, change control, and technical performance measurement 
(Didraga, 2013; PMI, 2013; Salah & Moselhi, 2015b). These practices, when performed regularly, minimize the adverse 
effects of risk in a project (PMI, 2013). The scope of this current research study was limited to the examination of the 
following four project risk monitoring and control practices: risk reassessment, risk audits, contingency reserves analysis, 
and risk status meetings. 
  
2.1.1. Risk Reassessment 
 
In project risk management, risk reassessment identifies new risks, reassess current risks, and closes outdated risks in a 
project (Project Management Institute [PMI], 2017). As a project progresses, risks are likely to occur when there are changes 
in the project environment, making risk reassessment a necessary and ongoing task in managing project risks (PMI, 2009). 
A project manager should ensure that periodic risk reassessment, including risk identification, analysis, and response plan-
ning, is repeated at reasonable intervals to respond to project risks effectively. Typical reasons for risk reassessment are the 
emergence of unexpected risks, the need to analyze a complex change request, the need for project phase end review, the 
need for project replanning, and periodic reviews to ensure the project risk information remains current (PMI, 2009). 
 
In reassessing project risks, Diab et al. (2012) found that the usage of risk assessment boosts project and construction 
management practices by helping project managers to focus on significant risk drivers faced in a project. This practice could 
also improve cost and schedule performance through the better management of potential risks. Haji-Kazemi et al. (2013) 
found that project assessments could reveal issues that needed continuous monitoring. Similarly, Williams et al. (2012) 
observed that project assessments are necessary to evaluate project expectations and identify relevant early warning signs 
of project problems, project failure, underperformance, or cost overruns.  
 
2.1.2. Risk Audits  
 
Risk audit is the examination of the effectiveness of risk responses and risk management processes in dealing with risks 
and their root causes (PMI, 2017). In construction projects, risks must be audited continuously to deliver successful project 
outcomes. According to Shilts (2017), continuous auditing concentrates on testing for the pervasiveness of risk and the 
effectiveness of control and provides a more in-depth understanding of risks and controls from periodic project reviews. 
For example, continuous auditing includes performing trend analyses on a project’s expense accounts to identify variances 
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that management must act on in the event of a potential risk facing a project (Shilts, 2017). Continuous monitoring and 
continuous auditing can improve the risk management and control activities of virtually any project (Hardy & Laslett, 2015). 
Although continuous auditing involves high implementation costs, the application of continuous auditing in construction 
projects improves accountability and risk control management (Eulerich & Kalinichenko, 2018; Lombardi et al., 2014). It 
decreases the possibility of project cash flow being manipulated, improves fraud deterrence due to greater oversight, 
strengthens vendor relations, creates more effective procedures, stabilizes risk controls, and minimizes inherent risks. Ad-
ditionally, project risk audits help improve the project’s performance, enhance customer and stakeholder satisfaction, save 
costs, control scope to avoid scope creep, provide early problem diagnostics, clarify performance, cost, and schedule rela-
tionships (Obondi, 2020b). Risk audits identify future opportunities for improvement, evaluate the performance of the pro-
ject team, inform the client of project status/prospects, and reconfirm the feasibility of commitment to the project. 
 
2.1.3. Contingency Reserves Analysis  
 
A contingency reserve is a budget within the project performance measurement baseline allocated to mitigate risks identified 
(PMI, 2017). Thus, a contingency reserve budget is created to respond to potential risks and uncertainties and help keep 
projects on budget (Touran & Liu, 2015). They are included in project budgets to manage risk and achieve project goals 
(Ford, 2002). Contingency funds are usually estimated at the project planning phase. They are included in the original 
budget as escrow accounts to manage uncertainties and risks that may lead to deviations from a project’s original time, cost, 
and quality objectives (De Marco et al., 2015). Contingency reserves are resources that include time, person, and capital to 
be assigned above the previously estimated amounts for a project to reduce the risk of cost or schedule overruns (Chang, 
2012).  
 
Reserve analysis compares the remaining contingency reserves against the risk remaining in a project to determine if the 
remaining reserves are adequate to cover risks and uncertainties (PMI, 2017). A failure in estimating, allocating, or manag-
ing the contingency over project duration could lead to project delays or cost overruns (Salah & Moselhi, 2015a). Such 
problems can be avoided using methods that allow project stakeholders to estimate, allocate, control, and manage a contin-
gency adequately. The most common contingency evaluating methods used to allocate contingency funds include deter-
ministic, modern mathematics, and probabilistic methods (Bakhshi & Touran, 2014).  
 
Douglas (2001) argued that contingency planning and contingency budget management, when correctly implemented, help 
prevent or cover project uncertainties. The prevention of disturbances in deadlines of scheduled project work still relies on 
various types of reserves, but mainly on reserves of time (Turskis et al., 2012). Reserves are crucial for the management of 
scheduling risks (Obondi, 2020a). Karlsen and Lereim (2005) found that reserves or contingencies represent the additional 
funding required to account for the cost of risk. Schedule risks may be mitigated by including schedule contingency (i.e., 
extra time) and the costs attributable to schedule contingency in the project baseline (Douglas, 2001). 
 
According to Figueiredo and Kitson (2009), estimating contingency is part of the risk management process. Therefore, 
contingency reserves should be expended and controlled like any other control account in the budget contingency manage-
ment during project execution to monitor and control risk responses. The lack of contingency funds in construction projects 
results in cost overruns, difficulty in contingency management, an abandonment of the project due to lack of adequate funds, 
or a delay in the use of the project for business or social benefit (Otali & Odesola, 2014). Providing enough contingency 
reserves in terms of capital, people, and time is essential to reduce project risks (Chang, 2012).  
 
Project leadership plays a vital role in the planning and managing of contingency reserves in project monitoring and control. 
The amount of contingency contained in project control plans depends on whether the project leader is willing to accept the 
risk of project overruns (Eldosouky et al., 2014). The less risk a project leader is willing to accept, the more contingencies 
should be applied to project control plans. Van Niekerk and Bekker (2014) noted that construction project portfolios are 
risky by nature as many activities affect their outcomes. Therefore, contingency cost and duration must be allocated to the 
budget and duration of each project to provide for the possible impact of risks. 
 
Furthermore, contingency budgets must be estimated and revised during a project as a continuous and dynamic management 
process (De Marco et al., 2015). The contingency management process should be emphasized within the project manage-
ment framework to protect the interests of the various project stakeholders, including the community, creditors, investors, 
owners, and top managers. In construction project management, the contingency reserve accounts must not be viewed only 
as future costs for unforeseen events but also as potential opportunities for releasing the unspent contingency as a profit or 
adding improvements to the constructed facility. 
 
2.1.4. Risk Status Meetings  
 
Chen (2011) argued that project meetings are necessary for a modern society. Chen proposed that the meetings-flow ap-
proach (MFA) shows that meetings can enhance project management performance with careful planning and organization. 
In particular, MFA improves project monitoring by providing proper channels for communication in a typical project. As 
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MFA continues in operation, so does the process of risk communication and intervention. Risk status meetings are meant 
for discussions and awareness about risk status in a project (PMI, 2017). Tuan-Hock et al. (2013) suggested that a risk 
management committee (RMC) has a significant bearing on risk management, and a monitoring board is needed to deal 
with risk in a project. Intrinsically, incorporating an RMC as part of the corporate governance mechanism is crucial for 
companies to control and manage risks. 
 
In construction projects, the absence of coordination and interaction among project participants contributes to accidents and 
health hazards for project workers (Ghosh, 2014). One way to resolve this shortfall is to increase the involvement of project 
participants and augment interactions through a formal daily huddle meeting. The utilization of a formal daily huddle meet-
ing in projects effectively improves the interaction and safety awareness among project workers. Formal daily huddle meet-
ings provide a means of understanding the daily scope of project work and help project workers focus on expectations for 
safety and the work to be accomplished, thus boosting both the workers’ productivity and security (Ghosh, 2014; Obondi, 
2020a). During construction tendering, Laryea (2013) found that tender review meetings contribute significantly to the cost 
of tendering. Nonetheless, tender review meetings facilitate the joint development of tender submissions and minimize the 
risk of getting a tender calculation wrong. Hence, tender review meetings represent a risk-cost-benefit analysis that contrac-
tors must examine carefully for each tender process during tender development and submission.  
 
3. Research Method and Design 
 
This study used a quantitative non-experimental correlational design to address the research problem. Quantitative research 
techniques are used to test hypotheses, evaluate findings, generalize findings to a population, and encourage replication of 
the findings (Park & Park, 2016). Quantitative methods are efficient in procuring large amounts of data within a given time 
(McCusker & Gunaydin, 2015). Since this study was focused on testing hypotheses and generalizing the results, qualitative 
methods were not suitable because they do not test hypotheses and generalize research findings (McCusker & Gunaydin, 
2015). Although mixed methods could have been used in this study, using mixed methods can be expensive and time-
consuming, especially when gathering qualitative and quantitative data simultaneously (Obondi, 2020a).  
 
This study used a non-experimental design. Unlike experimental designs, non-experimental designs do not directly 
manipulate variables as in a real experiment (Curtis et al., 2016; Podsakoff & Podsakoff, 2019). Non-experimental designs 
use inferential statistics to establish associations. Furthermore, experimental research may be too costly and raise ethical 
concerns, especially when a researcher manipulates and controls variables (Podsakoff & Podsakoff, 2019).  
 
A correlational design was the preferred methodology for this study. Correlational studies explore and examine relationships 
between and among variables (Curtis et al., 2016). Correlational studies allow a researcher to understand the relationship 
between variables better. For example, this study explored and observed the relationship between risk audits and project 
success in construction projects. In the descriptive research design, this would be impossible as this design does not allow 
for the identification of relationships between variables. Therefore, considering the nature of the research question, this 
current study used a quantitative non-experimental correlational design to answer the research problem and its research 
questions. 
 
The research questions for this study were structured to examine if a relationship exists between the utilization of the four-
project risk monitoring and control practices and project success in construction projects. The four-project risk monitoring 
and control practice variables included risk reassessment, risk audits, contingency reserves analysis, and risk status meet-
ings, which acted as the independent variables. At the same time, project success was the dependent variable. The research 
tested the hypotheses to determine if a statistically significant relationship existed between the independent and the depend-
ent variables. Fig.1 presents the research model for this study. 
 
 

Independent variable  Dependent variable 
Project Risk Monitoring and Control Practices  

• Risk Assessment 
• Risk Audits 
• Contingency Reserve Analysis 
• Risk Status Meetings 

 Project Success 
• Schedule Performance 
• Cost Performance 
• Customer Satisfaction 
• Business Success  

 
 

Fig. 1. Research model 
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3.1. Population and Sample  
 
This research study took place in the Dallas-Fort Worth area of Texas. The study included construction project managers 
who met the following criteria: each construction project manager (a) must have been currently employed as a project 
manager and had a minimum of three years of experience managing construction projects, (b) must have managed risk on 
a completed construction project, (c) must have possessed an academic or professional qualification or a bachelor’s degree 
or higher, and (d) must have been employed in a construction company in the Dallas-Fort Worth area. Given the study’s 
problem, purpose, and research question, the construction project managers were selected as a unit of analysis given their 
knowledge of project management.  
 
To recruit participants, the researcher used Qualtrics company. This research website company allows participants to com-
plete a survey during the data collection process confidentially. Construction project managers were recruited through the 
Qualtrics research company’s website. Qualtrics provided the sample frame, and construction project managers who were 
members of Qualtrics’ expert panels that fit the sample frame were selected and invited to participate in the study.  
 
A probability random sampling design whereby each population element has an equal chance of selection was used. Ac-
cording to Polit and Beck (2010), random sampling enables generalization in evidence-based practice and provides rele-
vance of the research for people outside the sample under study. A total of 63 construction project managers participated in 
this study, all of whom responded to an online survey using Qualtrics as an interface platform for the research. Of the 63 
responses received, 50 responses were complete. Therefore, the usable sample size for this study was 50 respondents.  

 
3.2. Instrumentation  
 
For this study, a reliable and valid survey instrument that could be used to examine whether the utilization of project risk 
monitoring and control practices was related to project success in construction projects could not be found. As a result, the 
researcher developed a new survey instrument for use in the current quantitative correlational study. The creation of the 
survey instrument for the current study relating to project risk monitoring and control practices and project success entailed 
several theoretical constructs, as identified in the earlier studies of De Marco and Thaheem (2013) and Jayasudha et al. 
(2014). The emphasis placed on the content was based on studies by D'souza (2012), El-Sayegh (2014), and Ryor (2013) 
relating to project risk management practices. The survey also included theoretical constructs relating to project success as 
outlined in the studies of Shenhar and Dvir (2007), Besteiro et al. (2015), Williams (2016), and Sohu et al. (2018).  
 
Since a new survey instrument was developed for this study, a field test was required to establish the content and face 
validity of the survey instrument (Obondi, 2020a). Before collecting data, a panel of three experts reviewed the survey 
instrument—two professors in the project management field with knowledge of project management and one research con-
sultant with knowledge of the academic research process. These professionals were selected from outside the study popu-
lation to avoid conflict of interest and bias in research. These experts were asked to review the survey questions to ensure 
the questions were accurate, appropriate, and logically sequenced. The experts’ recommendations regarding the survey 
questions were applied to improve the survey instrument.  
 
A 5-point Likert scale with potential response ranging from 1 = Strongly disagree to 5 = Strongly agree was used, and 
participants were required to respond accordingly. A Likert scale is a psychometric measurement scale widely used in 
survey research in which respondents specify their level of agreement with a statement (Jayasudha et al., 2014). Using the 
survey method, researchers seek explanations and predictions from research participants to establish, confirm or validate 
relationships, and generalize the existing theories’ contributions (Leedy & Ormrod, 2013). Since risks are prevalent in 
construction projects and affect construction project performance, this survey was conducted to examine whether project 
risk monitoring and control practices are related to project success in the construction industry.  

 
3.3. Measurement of Variables 
 
The independent variables measured in this study were the four project risk monitoring and control practices: risk reassess-
ment, risk audits, contingency reserves analysis, and risk status meetings, and project success as the dependent variable. 
Risk reassessment was measured using the frequencies (in terms of percentages) of usage of the risk reassessment method 
to examine whether project managers use this technique to review risks and determine risk levels in construction projects. 
Risk audits were measured using frequencies (in terms of percentages) of usage of a risk audit technique to understand 
better if project managers account for and utilize risk audit planning in construction projects. Contingency reserves were 
measured using frequencies (in terms of percentages) of usage of contingency reserves analysis technique to understand 
better if project managers account for and utilize contingency reserves to mitigate identified risks in construction projects. 
Risk status meetings were measured using frequencies (in terms of percentages) of the usage of the risk status meetings 
technique to examine whether project managers use this technique to review risks and determine risk trends in construction 
projects. In this study, project success (the dependent variable) was measured based on the project success dimensions of 
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schedule, cost, customer satisfaction, and business success as outlined in the previous studies of Shenhar, Levy, and Dvir 
(1997) and Todorovic et al., (2015).   
 
4. Results 
 
To determine the reliability of the survey instrument, Cronbach’s alpha coefficient values were examined for reliability and 
to measure the consistency and stability of the variables and confirm the internal consistency of the scales (Obondi, 2020a). 
Many researchers use Cronbach's alpha to measure the validity and reliability of an instrument, with a value of .70 or above 
considered desirable (Taber, 2017). Sekaran and Bougie (2016) pointed out that a Cronbach’s alpha value closer to 1.00 
signified better data reliability. Ullman (2007) and Hair (2007) suggested that the minimum acceptable coefficient alpha 
value for a study was .70. In this study, the analysis of the 32 Likert-type items on the survey instrument indicated that 
Cronbach’s alpha was .958, which was excellent regarding the internal consistency reliability. The results of Cronbach’s 
alpha are shown in Table 1. 
 
Table 1  
Cronbach’s Alpha 

Cronbach’s Alpha Number of Items 
.958 32 

 
Before conducting statistical analysis, a review of the data set was necessary to validate the assumptions of normality and 
linearity of the data distributions for the correlated variables (i.e., risk reassessment, risk audits, contingency reserves anal-
ysis, risk status meetings, schedule performance, cost performance, customer satisfaction, and business success). There are 
many methods available to test for normality. Skewness and kurtosis statistics were selected to test the variables for nor-
mality in this study. Both kurtosis and skewness have ranges for normal data. Kurtosis represents the extent to which ob-
servations collect around a central mean (Obondi, 2020a). Kurtosis values should range from +3 to -3 to be considered 
normal (Coakes & Steed, 2009). Skewness measures the asymmetry of the distribution of value around the mean (Obondi, 
2020a). Skewness should range from +1 to -1 to be considered normal (Hair et al., 2007). However, Kline (2005) proposed 
that if a skewness value was located between +3 and -3, then the value would be acceptable. In this current study, if either 
statistic was above an absolute value of 2.0, the assumption of normality was violated. Table 2 shows the results of the 
skewness and kurtosis test for normality. 

 
Table 2  
Skewness and Kurtosis Test for Normality 

Variable Skewness Kurtosis 
Risk Reassessment -1.77 4.41 
Risk Audits -1.45 4.25 
Contingency Reserves Analysis -1.68 4.29 
Risk Status Meetings -1.86 3.81 
Schedule Performance -0.82 0.13 
Cost Performance -0.37 -0.44 
Customer Satisfaction -0.55 -0.51 
Business Success -0.77 0.90 

 
The kurtosis statistics in Table 2 indicated that the statistical assumption of normality was violated for the four independent 
variables (risk reassessment, risk audits, contingency reserves analysis, and risk status meetings). However, for each of the 
four components of project success (schedule performance, cost performance, customer satisfaction, and business success), 
the assumption of normality was met. Since the normal distribution was violated, a non-parametric Spearman’s rho corre-
lation analysis was used in this study rather than the traditional Pearson’s correlation. Spearman’s rho correlation analysis 
does not assume normal data distribution (Obondi, 2020a). 

 
4.1. Descriptive Statistics 

 
This study examined responses from 50 participants. Many participants held a project manager position (39, 78%) and were 
between 30 to 40 years (26, 52%). Most participants held a bachelor’s degree (33, 66%). A majority of participants had a 
certificate in construction management (32, 64%). Most participants were male (39, 78%). Many participants had 6 to 10 
years of experience (17, 34%) in managing construction projects. Table 3 shows the frequencies and percentages of the 
participants’ demographics. 
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Table 3  
Frequencies and percentages of demographics 

Variable Level Frequency (%) 

Age 

18-29 11 (22) 
30-40 26 (52) 
41-50 8 (16) 
51-60 4 (8) 
61-65 1 (2) 

Gender  Female 11 (22) 
Male 39 (78) 

Years of  
Experience 

3-5 years 11 (22) 
6-10 years 17 (34) 
11-15 years 14 (28) 
16-20 years 7 (14) 
21+ years 1 (2) 

Education 

High school 1 (2) 
Associate’s degree 1 (2) 
Bachelor’s degree 33 (66) 
Master’s degree 13 (26) 
Doctoral degree 2 (4) 

Job Title 

Project Manager 39 (78) 
Project Coordinator 2 (4) 
Project Analyst 1 (2) 
Project Leader 1 (2) 
Project Risk Manager 7 (14) 

Qualifications or  
Certifications 

Certificate in Construction Project Management 32 (64) 
Capability Maturity Model Integration 10 (20) 
Certificate in Project Management 27 (54) 
Certificate in Risk Management 24 (48) 
Certified Associate in Project Management 13 (26) 
Information Technology Infrastructure Library 14 (28) 
PMI Scheduling Professional 3 (6) 
Program Management Professional 7 (14) 
Project Management Professional 15 (30) 
Projects in Controlled Environments (PRINCE2) 5 (10) 
Six Sigma Black Belt 6 (12) 
Six Sigma Green Belt 4 (8) 
None of the above 3 (6) 

 
 
A review of the descriptive statistics of the eight constructs in this study was also completed (see Table 4). Means and 
standard deviations conducted on the five variables indicated that customer satisfaction scores had the largest mean (M = 
4.34), followed by business success scores (M = 4.31) with the lowest standard deviations of 0.56 and 0.52, as shown in 
Table 4 below. A low standard deviation indicates that the values tend to be close to the mean (also called the expected 
value) of the set. 

 
Table 4  
Descriptive statistics of constructs 

Variable Mean SD 
Risk Reassessment 4.26 0.85 
Risk Audits 4.22 0.79 
Contingency Reserves Analysis 4.28 0.83 
Risk Status Meetings 4.24 0.98 
Schedule Performance 4.20 0.66 
Cost Performance 4.11 0.60 
Customer Satisfaction 4.34 0.56 
Business Success 4.31 0.52 
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4.2. Inferential Statistics  
 
To answer the research questions in this study, SPSS version 26 software was used to perform the statistical analysis of the 
data collected. A non-parametric Spearman’s rho correlation analysis was performed to test significant associations between 
the independent and dependent variables. Statistical significance was assumed at an alpha value of .05. The correlation 
analyses were interpreted and reported using a correlation matrix. Spearman’s rho correlation interpretation is similar to 
Pearson’s (e.g., the closer r is to ±1, the stronger the monotonic relationship). Correlation is effect size, and the strength of 
association can be explained using the following terms and values: .00-.19 “very weak,” .20-.39 “weak,” .40-.59 “moder-
ate,” .60-.79 “strong,” and .80-1.0 “very strong” (Laerd Statistics, 2018). These terms are used whether the value is + or – 
(Laerd Statistics, 2018; Schober et al., 2018). Also, correlation is expressed as a positive/negative relationship with the 
appropriate strength term applied (Schober et al., 2018).  
 
To address research question 1, Spearman’s rho correlation analysis was used to analyze data. The results from the analysis 
indicated a positive and significant association between risk reassessment and the four components of project success: 
schedule performance (rho = .49, p = .001), cost performance (rho = .50, p = .001), customer satisfaction (rho = .64, p = 
.001), and business success (rho = .54, p = .001; see Table 5). 
 
Table 5 
Correlations: Risk Reassessment and Project Success Outcomes (Schedule Performance, Cost Performance, Customer 

Satisfaction, and Business Success) 

 
Risk 

Reassessment 
Schedule 

Performance 
Cost 

Performance 
Customer 

Satisfaction 
Business 
Success 

Spearman's 
rho 

Risk 
Reassessment 

Correlation 
Coefficient 

1.000 .489** .503** .639** .540** 

Sig. (2-tailed)  .000 .000 .000 .000 
N 50 50 50 50 50 

**Correlation is significant at the .01 level (2-tailed) 

Based on the results from Table 5, the null hypothesis—that there is no positive relationship between risk reassessment 
and project success in construction projects—was rejected. The alternative hypothesis (H1a) was accepted. There was a 
positive relationship between the utilization of risk reassessment and project success in construction projects. 
 
To address research question 2, Spearman’s rho correlation analysis was used to analyze data. The results from the anal-
ysis indicated a positive and significant association between risk audits and the four components of project success: 
schedule performance (rho = .66, p = .001), cost performance (rho = .68, p = .001), customer satisfaction (rho = .76, p = 
.001), and business success (rho = .70, p = .001; see Table 6).  
 
Table 6  
Correlations: Risk Audits and Project Success Outcomes (Schedule Performance, Cost Performance, Customer Satisfac-

tion, and Business Success) 
   Risk 

Audits 
Schedule 

Performance 
Cost 

Perfor-
mance 

Customer 
Satisfaction 

Business 
Success 

Spearman’s 
rho 

Risk 
Audits 

Correlation 
Coefficient 

1.000 .663** .678** .757** .704** 

  Sig. (2-
tailed) 

 .000 .000 .000 .000 

  N 50 50 50 50 50 
**Correlation is significant at the .01 level (2-tailed) 
 
Based on the results from Table 6, the null hypothesis, which indicated no positive relationship between risk audits and 
project success in construction projects, was rejected. In this case, the alternative hypothesis (H2a) was accepted. There 
was a positive relationship between the utilization of risk audits and project success in construction projects. 
 
To address research question 3, Spearman’s rho correlation analysis was used to analyze data. The results from the anal-
ysis indicated a positive and significant association between contingency reserves analysis and the four components of 
project success: schedule performance (rho = .52, p = .001), cost performance (rho = .47, p = .001), customer satisfaction 
(rho = .54, p = .001), and business success (rho = .55, p = .001; see Table 7). 
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Table 7  
Correlations: Contingency Reserves Analysis and Project Success Outcomes (Schedule Performance, Cost Performance, 
Customer Satisfaction, and Business Success) 

 

Contingency 
Reserves 
Analysis 

Schedule 
Performance 

Cost 
Performance 

Customer 
Satisfaction 

Business 
Success 

Spearman's 
rho 

Contingency 
Reserves 
Analysis 

Correlation 
Coefficient 

1.000 .524** .474** .539** .553** 

Sig. (2-tailed)  .000 .001 .000 .000 
N 50 50 50 50 50 

 **Correlation is significant at the .01 level (2-tailed). 
 
Based on the results from Table 7, the null hypothesis, which indicated no positive relationship between contingency re-
serves analysis and project success in construction projects, was rejected. Instead, the alternative hypothesis (H3a) was 
accepted. There was a positive relationship between the utilization of contingency reserves analysis and project success in 
construction projects. 
 
To address research question 4, Spearman’s rho correlation analysis was used to analyze data. The results from the anal-
ysis indicated a positive and significant association between risk status meetings and the four components of project suc-
cess: schedule performance (rho = .57, p = .001), cost performance (rho = .51, p = .001), customer satisfaction (rho = .68, 
p = .001), and business success (rho = .60, p = .001; see Table 8). 

 
Table 8  
Correlations: Risk Status Meetings and Project Success Outcomes (Schedule Performance, Cost Performance, Customer 
Satisfaction, and Business Success) 

 

Risk 
Status 

Meetings 
Schedule 

Performance 
Cost 

Performance 
Customer 

Satisfaction 
Business 
Success 

Spearman's 
rho 

Risk 
Status 

Meetings 

Correlation 
Coefficient 

1.000 .567** .505** .679** .602** 

Sig. (2-tailed)  .000 .000 .000 .000 
N 50 50 50 50 50 

 **Correlation is significant at the .01 level (2-tailed) 
 
Based on the results from Table 8, the null hypothesis, which indicated that there is no positive relationship between risk 
status meetings and project success in construction projects, was rejected. Instead, the alternative hypothesis (H4a) was 
accepted. There was a positive relationship between the utilization of risk status meetings and project success in construc-
tion projects. 
 
5. Discussion 
 
The findings of this study were evaluated based on the four research questions in the current study. Based on research 
question 1, this study examined whether there was a relationship between the utilization of risk reassessment and project 
success in construction projects. Spearman’s rho correlation analysis results indicated a positive and significant association 
between risk reassessment and the four components of project success: schedule performance (rho = .49, p = .001), cost 
performance (rho = .50, p = .001), customer satisfaction (rho = .64, p = .001), and business success (rho = .54, p = .001). 
These results showed that the relationship between the utilization of risk reassessment and the four components of project 
success was moderate on schedule performance, cost performance, business success, while strong on customer satisfaction 
(Laerd Statistics, 2018). These results confirmed that the usage of risk reassessment led to the project being completed on 
schedule, completed within budget, resulting in customer satisfaction with the quality of the end product, and also being 
identified as economic business success in terms of return on investment. The implications of this finding suggested that 
the construction project manager’s utilization of the risk reassessment technique positively affected the success rate of 
projects in the construction industry. These findings align with previous studies on project risk reassessment, showing a 
positive relationship between project risk reassessment and project success. For example, these results are similar to Lav-
enson et al. (2017) study’s findings, which indicated that periodic reassessment of risks optimized the schedule, captured 
cost savings, and added value to greenfield projects.  
 
In research question 2, this study examined whether there was a relationship between the utilization of risk audits and 
project success in construction projects. Spearman’s rho correlation analysis results showed a positive and significant asso-
ciation between risk audits and the four components of project success: schedule performance (rho = .66, p = .001), cost 
performance (rho = .68, p = .001), customer satisfaction (rho = .76, p = .001), and business success (rho = .70, p = .001). 
These results showed that the relationship between the utilization of risk audits and project success was strong in all four 
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components of project success: schedule performance, cost performance, customer satisfaction, and business success. In 
this case, there was a statistically significant positive relationship between the utilization of risk audits and project success. 
These results confirmed that the usage of risk audits led to the project being completed on schedule, completed within 
budget, resulting in customer satisfaction, and identified as economic business success in terms of returns on investment. 
The implications of this finding suggested that the construction project manager’s utilization of the risk audits technique 
positively affected the success rate of projects in the construction industry. These findings align with previous studies on 
project risk audits, showing a positive relationship between project risk audits and project success. For example, earlier 
studies by Eulerich and Kalinichenko (2018) and Lombardi et al. (2014) found that continuous risk auditing in construction 
projects improved a project’s cash flow, accountability, and risk control.  
 
Regarding research question 3, this study examined whether there was a relationship between the utilization of contingency 
reserves analysis and project success in construction projects. The Spearman’s rho correlation analysis indicated a positive 
and significant association between contingency reserves analysis and the four components of project success: schedule 
performance (rho = .52, p = .001), cost performance (rho = .47, p = .001), customer satisfaction (rho = .54, p = .001), and 
business success (rho = .55, p = .001). These results showed that the relationship between the utilization of contingency 
reserves analysis and project success was moderate in all four components of project success: schedule performance, cost 
performance, customer satisfaction, and business success. Although the utilization of contingency reserves analysis had a 
moderate correlation with project success, its frequent utilization led to the project being completed on schedule, completed 
within budget, resulting in customer satisfaction with the quality of the end product, and identified as economic business 
success in terms of returns on investment. The implications of this finding suggested that the construction project manager’s 
utilization of contingency reserves analysis positively affects the success rate of projects in the construction industry. These 
findings align with previous studies on project contingency reserves analysis, showing a positive relationship between con-
tingency reserves analysis and project success. For example, De Marco et al. (2015) asserted that contingency reserves 
could be utilized to reduce risks and meet project objectives such as scope, time, cost, quality, and customer satisfaction. 
Touran and Liu (2015) found that the usage of contingency reserves keeps projects on budget.  
 
Finally, in research question 4, this study examined whether there was a relationship between the utilization of risk status 
meetings and project success in construction projects. The Spearman’s rho correlation analysis results indicated a positive 
and significant association between risk status meetings and the four components of project success: schedule performance 
(rho = .57, p = .001), cost performance (rho = .51, p = .001), customer satisfaction (rho = .68, p = .001), and business 
success (rho = .60, p = .001). These results showed that the relationship between the utilization of risk status meetings and 
the four components of project success was moderate on schedule performance and cost performance and strong on cus-
tomer satisfaction and business success. Although the utilization of risk status meetings had a moderate to strong correlation 
with project success, its frequent utilization led to the project being completed on schedule, completed within budget, re-
sulting in the customer satisfaction with the quality of the end product, and identified as economic business success in terms 
of returns on investment. The implications of this finding suggested that the construction project manager’s utilization of 
risk status meetings positively affected the success rate of projects in the construction industry. These findings align with 
previous studies on project risk status meetings, showing a positive relationship between project risk status meetings and 
project success. For example, a study conducted by Ghosh (2014) found that the utilization of a formal daily huddle meeting 
in construction projects improved project scope and boosted the workers’ productivity and safety in a project. Laryea (2013) 
found that tender review meetings contribute significantly to the cost of construction project tendering by minimizing tender 
costs during tender development and submission.  
 
However, this study is different from previous studies (Didraga, 2013; Pimchangthong & Boonjing, 2017). For example, a 
study conducted by Didraga (2013) to investigate the relationship between risk management and information technology 
(IT) project success found a low-intensity correlation between the application of risk response monitoring and control and 
the subjective performance of the IT project in terms of reliability, easiness, flexibility, satisfaction, and quality. On the 
objective performance of the IT project, the author found that the correlation between risk response monitoring and control 
and schedule performance was not significant. Also, the author found that the correlation between risk response monitoring 
and control and cost performance was not considered significant. These findings confirmed that the application of risk 
response monitoring and control in the IT project was not related to IT project success. In a similar study, Pimchangthong 
and Boonjing (2017) explored how risk management practices that included risk identification, risk analysis, risk response 
planning, and risk monitoring and control influenced IT project success. The authors’ study indicated that risk identification 
and risk response planning positively influenced the process performance, while risk analysis negatively influenced product 
performance. The study’s results did not indicate whether risk monitoring and control influenced IT project success. How-
ever, based on the correlation analysis and interpretation of the results of the current study, it was found that all project risk 
monitoring and control practices that include risk reassessment, risk audits, contingency reserves analysis, and risk status 
meetings were significantly and positively related to project success in construction projects (Obondi, 2020a). In this case, 
since this was a non-experimental study, a correlation only established an association, not a causal relationship. 
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5.1. Recommendations for Practice 

 
One of the recommendations that emerged from this study was that construction project managers should recognize the 
importance of project risk monitoring and control practices and apply them to their projects to minimize risks for successful 
projects in the construction industry. This can be achieved by conducting periodic workshops and training project managers 
on the importance of risk monitoring and control practices. According to Tavakolan and Mohammadi (2018), a workshop 
allows the organization to identify critical risks. A workshop helps the organization staff better understand the project's 
environment and provides chances to improve teamwork. Also, in this case, training increases the project manager’s aware-
ness of risk, risk response, monitoring, and control strategies.  
 
Another recommendation was that policymakers or organizations could use the results from this study as a training resource 
and putup training programs to improve project managers’ skills in risk management, monitoring, and control through 
formal classes. Training organizations and educational institutions providing project management-related training programs 
should also develop curricula and training modules that include risk monitoring and control techniques supported by the 
findings of this study since we know that training programs help improve leadership and management skills in organizations 
(Obondi, 2020a). Obi-Anike and Ekwe (2014) found that effective training is an investment in an organization with imme-
diate and long-term returns. Therefore, construction organizations need to effectively manage risk management training 
programs to gain returns from their investment. Construction organizations should make risk monitoring and control training 
a priority. To use risk monitoring and control training to gain a competitive advantage, organizations should view training 
broadly as a way to create intellectual capital (Obi-Anike & Ekwe, 2014). 
 
The final recommendation was that, in addition to project managers, all project participants must monitor and control risks 
in the construction industry. Using an enterprise risk management (ERM) framework (also known as integrated risk man-
agement model) can improve risk management in a project. Involving all project participants in risk monitoring provides 
the project management team with critical decision-making information and aids in tracking and monitoring high-risk areas 
so that problems can be predicted and mitigated quickly (Davis, 2007; Obondi, 2020a). An integrated risk management 
approach has an integrated capacity to monitor and control risks effectively (Liu et al., 2018).  

 
5.2. Limitations of the Study 
 
Limitations of the study are those factors that impact or influence the interpretations of the findings. The research method 
could be considered a limitation because the current methodology investigated statistical relationships between the variables 
and did not allow for any expanded thoughts or experiences the participants may have had (Queirós et al., 2017). However, 
the researcher ensured that the survey was administered in alignment with the study’s problem, purpose, and research ques-
tions. The researcher administered the survey over the internet (Qualtrics website) via electronic mail, monitored responses 
as they were being returned, and sent reminders to non-respondents. This alignment ensured that the collected data would 
answer the research questions. 
 
The second possible limitation was the time restriction since the researcher utilized a survey whereby respondents visited 
the Qualtrics website. For example, the survey might have seemed long (taking 15 to 20 minutes to complete). Some par-
ticipants may not have completed the survey in its entirety due to time restraints. An incomplete survey could hinder the 
data collection process. In solving this limitation, the researcher ensured that the survey was easy to complete and contained 
understandable questions. The researcher also utilized skip logic that prevented the participants from skipping any questions. 
All incomplete surveys were eliminated from the study. The third and final limitation was that this study was restricted to 
construction project managers working for construction companies in the Dallas-Fort Worth area of Texas.  So, the geo-
graphic specificity inherently confined the study. 

 
5.3. Recommendations for Future Research 
 
This study has several strengths that enhance the validity of the findings and add to the urgency for additional research in 
other sectors of the economy. Apart from the construction industry, it is recommended that future research should focus on 
the influence of project risk monitoring and control practices on project performance in other industries such as agriculture, 
healthcare, research and development, and education. Doing so will increase the generalizability of this current study’s find-
ings. According to Lalayants and Tripodi (2009), the repetition of the original research with different samples increases the 
generalizability of study findings. Understanding how project risk monitoring and control practices influence the perfor-
mance of a project in different industries would aid organizations to manage, monitor, and control risks effectively and 
deliver successful projects. 
 
Since this study was conducted in the United States, which is a developed country, it is recommended that future research 
be conducted in developing countries to see whether the findings from the study remain the same and generalizable. 
Developing countries have different cultures that could change or impact the results of their studies. Different cultures in 
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developing countries may interpret their findings differently. However, conducting the same study in developing countries 
could improve the objectivity and generalizability of the findings of this study and add more insights and knowledge to 
improve risk management in organizations (Lalayants & Tripodi, 2009).  
 
Since this was a quantitative study, future studies could be conducted using mixed methods to explore this topic and see 
whether the findings remain the same. Mixed methods use both qualitative and quantitative methods in the same research. 
Using mixed methods to explore this topic further helps researchers avoid biases intrinsic to a single-method approach, 
compare qualitative and quantitative data, and improve the study’s findings to produce a complete picture of the phenome-
non being studied. McKim (2017) argued that studies that use a mixed-methods approach gain a deeper, broader under-
standing of the phenomenon than studies that do not utilize quantitative and qualitative approaches. The integration com-
ponent of mixed methods gives readers more confidence in the results and the conclusions they draw from the study. Alt-
hough mixed methods could be used in this study, using mixed methods can be expensive and time-consuming, especially 
when gathering qualitative and quantitative data simultaneously. 
 
Finally, future studies should explore other project risk monitoring and control practices, such as tracking by risk depart-
ment, use of case studies, decision analysis based on quantitative risk analysis outputs, incident investigation, safety and 
loss control review, and periodic risk register review (De Marco et al., 2015). Future studies should examine the impact of 
these project risk monitoring and control practices on project performance. Doing so will add or contribute more knowledge 
to the project management body of knowledge.  

 
6. Conclusion   
 
The utilization of project risk monitoring and control practices is essential to the growth and sustainability of the construc-
tion industry. The findings of this study concluded that there was a statistically significant positive relationship between 
risk reassessment and project success, a statistically significant positive relationship between the utilization of risk audits 
and project success, a significant positive relationship between contingency reserves analysis and project success, and a 
statistically significant positive relationship between risk status meetings and project success. Organizations can use these 
findings to formulate policies and procedures for solving project risk management issues that will ensure the successful 
completion of their projects. Frequent training on risk monitoring and control practices is necessary to increase the aware-
ness of risks and increase project success. By understanding the relationship between the utilization of project risk moni-
toring and control practices and project success, project managers can be better prepared to apply these practices to manage 
and solve risks in their area of practice.  
 
For the utilization of project risk monitoring and control practices to yield benefits in the construction industry, all project 
participants must be involved in monitoring and controlling risks. Using an integrated risk management (also known as 
enterprise risk management) model can improve the ability and performance of project risk management in the construction 
industry. Integrated risk management has an integrated capacity to effectively monitor and control risks (Liu et al., 2018) 
while affirming the importance of completing risk reassessments, utilizing risk audits, participating in contingency reserves 
analysis, and holding risk status meetings that aid in a project’s success. 
 
The correlation between project success and the utilization of project risk monitoring and control practices seemed to be 
strong, positive, and significant, as demonstrated in the results of this study. Although a correlational relationship did not 
prove causality, an increase in the usage of project risk monitoring and control practices increased project success. While 
research participants agreed that the use of project risk monitoring and control practices was a good idea, it seemed that 
project risk monitoring and control practices were not widely used, causing construction organizations to experience large 
financial deficits, sometimes up to 85% of the total cost of a project (Senesi et al., 2015). Although many project risk 
monitoring and control practices are available, many project managers ignore them or are reluctant to apply them in their 
projects. In this case, the lack of application of project risk monitoring and control practices resulted from the lack of 
awareness of the benefits of project risk monitoring and control practices.  
 
Conversely, construction organizations should regularly give special attention to the use of project risk monitoring and 
control practices to improve the success rate of a project. Awareness, continuous application, and better training are needed 
to promote the understanding, use, and usefulness of project risk monitoring and control practices in construction projects. 
The results of this study indicated that the utilization of project risk monitoring and control practices, which included risk 
reassessment, risk audits, contingency reserves analysis, and risk status meetings, correlated with project success in con-
struction projects. Therefore, as long as construction project managers are proactive and frequent in applying project risk 
monitoring and control practices in their daily project work, the utilization of project risk monitoring and control practices 
will continue to be part of a solution to many problems that exist in their projects. 
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