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In the present work, a recently developed advanced optimization algorithm named as teaching–learning-based optimization (TLBO) is used for the parameters optimization of fabric finishing system of a textile industry. Fabric Finishing System has four main subsystems, arranged in hybrid configuration. For performance modeling and analysis of availability, a performance evaluating model of fabric finishing system has been developed with the help of mathematical formulation based on Markov-Birth-Death process using Probabilistic Approach. Then, the overall performance of the concerned system has first analyzed and then, optimized by using teaching–learning-based optimization (TLBO). The results of optimization using the proposed algorithm are validated by comparing with those obtained by using the genetic algorithm (GA) on the same system. Improvement in the results is obtained by the proposed algorithm. The results of effect of variation of the algorithm parameters on fitness values of the objective function are reported.

1. Introduction

Availability is a performance criterion for repairable systems that contains both the reliability and maintainability features of a system. Any industrial system comprises of subsystems arranged in series, parallel or hybrid configuration of the subsystems. The Textile Industry comprises of large complex engineering systems arranged in fusion configurations. Some of the important systems of a Textile Industry are Yarn Manufacturing, Yarn and Fiber Dyeing, Fabric Weaving, Sewing Thread, Fabric Dyeing, Fabric Finishing. The important system of a Textile Industry, upon which the quality of products mainly depends, is the Fabric Finishing System. In the present work an attempt has been made to analyze the performance and optimize the availability parameters of fabric finishing system. It has four main subsystems, arranged in hybrid configuration. In the process of fabric finishing, fabric from storage are fed into a stenter machine to impart various chemical finishes and make them set on the fabric. Finishing chemicals are fixed in curing machine. Seeding machine is used to impart peach finish to the fabric.
Firstly cloth is passed through water in the padding mangle and then squeezed under pressure so as to remove excess of the liquor. The fabric is wetted in order to remove creases from the fabric. Then fabric is dried over Vertical Dryers consisting of five to eight vertical steam heated cylinders depending upon the type of Seuding Machine. From here fabric moves the main Seuding Section. Twenty four small rollers are covered with emery paper and these rollers are mounted on the Drum. Twelve rollers are known to be energy pile rollers and are rotating in the direction of the fabric. Twelve remaining rollers are counter energy pile rollers and are rotating against the direction of the fabric. Sanforizing or shrinkage is the final step of finishing before the fabric is forwarded to the folding department. The function of this machine is to impart pre-determined shrinkage to the fabric so that there is no further shrinkage in fabric during washing. The schematic flow diagram of fabric finishing system is shown in Fig. 2.

The available literature shows the many approaches have been used to analyze the system performance in terms of availability. These are Reliability Block Diagram (RBD), Monte Carlo simulation, Markov approach, failure mode and effect analysis, Fault tree analysis and petri nets. Cafaro et al. (1986) explained the use of Markov models for evaluating the availability and reliability of a system when the transition rates of each component depend on the state of the system. The Markov approach was also discussed by Fu et al. (1986, 1987). Chung (1987) presented a mathematical model of a repairable parallel system with standby units involving human error and common cause failures. Laplace transforms of state probabilities and steady state availabilities of the system were evaluated. Kumar et al. (1988, 1989, 1990, 1991, 1992) derived the expressions for steady state availabilities of feeding, washing, screening, paper production and crystallization system in paper and sugar industries. Failure and repair rates were taken to be constant. Coit and Smith (1996) developed a problem specific Genetic Algorithm (GA) to analyze series-parallel systems and to determine the optimal design configuration. Singh and Mahajan (1999) examined the reliability and availability of a utensils manufacturing plant assuming constant failure and repair rates for various machines. Lai et al. (2002) studied the availability of distributed software/hardware systems. A Markov model was developed and equations were derived to obtain the steady state availability. Tewari et al. (2003) framed out a decision support system for refining system with the help of mathematical modeling using probabilistic approach. Gupta et al. (2005) proposed a method to compute reliability and long-run availability of the main parts of the serial processes system. Mathematical formulation of the model was carried out using mnemonic rule and the differential equations were solved by Runge-Kutta method. Gupta et al. (2009) assessed the reliability and availability of a critical ash handling unit of a steam thermal power plant using the concept of performance modeling and analysis. Mathematical formulation for reliability of ash handling unit of plant has been carried out using probability theory and Markov birth-death process. Khanduja et al. (2009, 2010) dealt with the mathematical modeling and performance optimization for the screening unit and paper making system in a paper plant using GA. Garg et al. (2010) dealt with availability optimization for screw plant using genetic algorithm (GA). Gupta (2011) demonstrated a mathematical model of a repairable spinning solution preparation system, a part of an acrylic yarn manufacturing plant with an effort to improve its availability. The proposed derived methodology relied on Markov Modeling. Garg and Sharma (2012) presented a technique for analyzing the behavior of an industrial unit. The synthesis unit of a urea plant situated in northern part of India has been considered to demonstrate the proposed approach. Goyal and Gupta (2012) developed a mathematical model of a complex bubble gum production system with an attempt to improve its availability. The methodology for determining the availability of the system was based on Markov modeling. The mathematical model was established using probability considerations and supplementary variable technique. Wang et al. (2012) dealt with two availability systems with warm standby units and different imperfect coverage. The time-to-failure and the time-to-repair of the active and standby units are assumed to be exponentially and generally distributed, respectively. Supplementary variable technique has been used to develop the steady-state availability for two systems. Modgil et al. (2013) dealt a performance model based on Markov process for shoe upper manufacturing unit and find out the time dependent system availability with long term availability of the system. Levitin et al. (2013) proposed a recursive and exact method for reliability evaluation of phased-mission systems with failures originating from some system elements that can propagate causing the
common cause failures of groups of elements. The number of spare parts required for an item can be effectively estimated based on its reliability performance. Ravinder Kumar (2014) developed a mathematical model based on Markov birth-death process for a boiler air circulation system of a thermal power plant. The differential equations associated with the model have been solved recursively in order to find out the system’s steady state availability. They focused mainly on coherent systems and series connection of k-out-of-n stand by subsystems with exponentially distributed component lifetimes. Sabouhi et al. (2016) discussed the Reliability modeling and Availability analysis of combined cycle power plants (CCPP). Kumar et al. (2017) dealt the performance analysis and optimization for Carbonated Soft Drink Glass Bottle (CSDGB) filling system of a beverage plant using Particle Swarm Optimization (PSO) approach. Çekyay and Özekici (2015) presented the Reliability, MTTF and Steady-State Availability Analysis of systems with exponential failure.

![Flowchart of TLBO algorithm](image)

**Fig. 1.** Flowchart of TLBO algorithm (Rao et al., 2012)
1.1 Teaching–learning-based optimization algorithm

Teaching–learning-based optimization algorithm is a teaching–learning process inspired algorithm recently proposed by Rao et al. (2011, 2012) and Rao and Patel (2012) based on the effect of influence of a teacher on the output of learners in a class. In this algorithm, a group of learners are considered as population and different subjects offered to the learners are considered as different design parameters and a learner’s result is analogous to the ‘fitness’ value of the optimization problem. The best solution in the entire population is considered as the teacher. The design parameters are actually the parameters involved in the objective function of the given optimization problem and the best solution is the best value of the objective function. The working of TLBO algorithm is divided into two parts, ‘Teacher phase’ and ‘Learner phase’. Working of both these phases is described in detail by Rao et al. (2011, 2012). The same explanation of teacher phase and learner phase is referred here for the working of TLBO algorithm. Fig. 1. represents the flowchart of TLBO algorithm (Rao et al. (2012)). The TLBO algorithm has been already tested on several constrained and unconstrained benchmark functions and proved better than the other advanced optimization techniques by Rao and Patel (2012). It is also proving better in various field of engineering such as those reported by Niknam et al. (2012) in the field of electrical engineering, Togan (2012) in the field of civil engineering. Similarly, Krishnanand et al. (2011) used it for the problems related to economic load dispatch, Rao and Kalyankar (2012,2013) used it for various fields related to manufacturing processes such as machining processes, modern machining processes, laser beam welding process, etc. and Rao and Patel (2013) used it to attempt multi-objective mathematical models in the field of thermal engineering. In the literature, it is observed that, the TLBO algorithm is not yet used in the field of optimization of mathematical models of textile industry. Hence the same is now used for the parameters optimization of a system of textile industry under consideration. In this work, efforts are carried out to prove the importance of advanced optimization techniques in the field of parameters optimization of fabric finishing system so that the maintenance personnel can achieve their objectives along with satisfying various constraints and limits of the respective system.

2. System description

Fabric Finishing System of a Textile Industry consists of four subsystems with the following description:
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Fig. 2. Schematic Flow Diagram of Fabric Finishing System of a Textile Industry
Stenter Machine (A): The main function of Stenter Machine is to impart various chemical finishes and made them set on the fabric. There are two units of Stenter Machines working in parallel. Failure of any one reduces the capacity of the system. Complete failure of the system occurs when both the machines fail.

Curing Machine (B): Finishing chemicals are fixed here i.e. resin finishes (crosslinks). It consists of four chambers and uses thermic oil to heat these chambers. Failure of anyone chamber causes failure of this subsystem.

Seuding Machine (C): Seuding machine is used to impart peach finish to the fabric. It consists of padding mangle, vertical dryer, emery paper covered twenty four small rollers mounted on the Drum, energy pile roller and counter energy pile roller. This subsystem fails due to failure of some component.

Sanforizing Machine (D): Sanforizing is used to impart pre-determined shrinkage to the fabric so that there is no further shrinkage in fabric during washing. It consists of guided rollers, a rubber belt and steam heated cylinders. The subsystem consists of two units of Sanforizing Machines. The standby unit operates only upon the failure of first one. Complete failure of system occurs when standby unit also fails.

2.1 Assumptions

i. Failure/repair rates are constant over time and statistically independent.
ii. A repaired unit is as good as new, performance wise for a specified duration.
iii. Sufficient repair facilities are provided, i.e. no waiting time to start the repairs.
iv. Standby units (if any) are of the same nature and capacity as the active units.
v. System failure/repair follow exponential distribution.
vi. Service includes repair and/or replacement.
vii. System may work at a reduced capacity/efficiency.
viii. There are no simultaneous failures among the system.

2.2 Notations

The notions associated with the Transition Diagram (Fig. 3.) are as follows:

A, B, C, D : Subsystems in good operating state.
Ā : indicates that A is working in reduced capacity.
D* : One unit of subsystem D is in failed state and the system is working in full capacity with standby unit.
a, b, c, d : indicate the failed states of A, B, C, D.
λi : Mean constant failure rates from A, B, C, D to the states a, b, c, d.
µi : Mean constant repair rates from states a, b, c, d to the states A, B, C, D.
P0(t) : Probability of full working capacity (without standby unit).
P2(t) : Probability of full working capacity (with standby unit).
P1(t), P3(t) : Probability of reduced working capacity.
P4(t) - P15(t) : Probability of failed states.
(‘) : Derivatives w.r.t. ‘t’.
: System working at full capacity.

: System working at reduced capacity.

: System in failed state.

Based on above assumptions and notations the state transition diagram of fabric finishing system of a textile industry has been developed as shown in Fig. 3.

![State Transition Diagram](image)

**Fig. 3.** Transition Diagram of Fabric Finishing System of a Textile Industry

3. **Performance modeling**

The mathematical modeling of the system based on Markov birth-death process is carried out using various probabilistic considerations. The first order Chapman-Kolmogorov differential equations associated with the state transition diagram shown in fig.3 are developed by using mnemonic rule as stated by Khanduja et al. (2012). Various probability considerations generate the following sets of differential equations:

\[
P_0'(t) + K_0 P_0(t) = \sum_{i=1}^{4} \mu_i (P_1(t) + P_4(t) + P_5(t) + P_2(t)) \quad (1)
\]

\[
P_1'(t) + K_1 P_1(t) = \sum_{i=1}^{3} \mu_i P_{5+i}(t) + \mu_4 P_3(t) + \lambda_1 P_0(t) \quad (2)
\]
\[ P_2'(t) + K_2P_2(t) = \sum_{i=2}^{4} \mu_i P_{r+i}(t) + \mu_4 P_4(t) \]  
(3)

\[ P_3'(t) + K_3P_3(t) = \sum_{i=1}^{4} \mu_i P_{1+i}(t) + \lambda_4P_0(t) \]  
(4)

\[ P_4'(t) + \mu_2 P_4(t) = \lambda_2P_0(t) \]  
(5)

\[ P_5'(t) + \mu_3 P_5(t) = \lambda_3P_0(t) \]  
(6)

\[ P_6'(t) + \mu_1 P_6(t) = \lambda_1P_1(t) \]  
(7)

\[ P_7'(t) + \mu_2 P_7(t) = \lambda_2P_1(t) \]  
(8)

\[ P_8'(t) + \mu_3 P_8(t) = \lambda_3P_1(t) \]  
(9)

\[ P_9'(t) + \mu_2 P_9(t) = \lambda_2P_2(t) \]  
(10)

\[ P_{10}'(t) + \mu_3 P_{10}(t) = \lambda_3P_2(t) \]  
(11)

\[ P_{11}'(t) + \mu_4 P_{11}(t) = \lambda_4P_2(t) \]  
(12)

\[ P_{12}'(t) + \mu_1 P_{12}(t) = \lambda_1P_3(t) \]  
(13)

\[ P_{13}'(t) + \mu_2 P_{13}(t) = \lambda_2P_3(t) \]  
(14)

\[ P_{14}'(t) + \mu_3 P_{14}(t) = \lambda_3P_3(t) \]  
(15)

\[ P_{15}'(t) + \mu_4 P_{15}(t) = \lambda_4P_3(t) \]  
(16)

where

\[ K_0 = (\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4) \quad K_1 = (\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 + \mu_4) \]

\[ K_2 = (\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 + \mu_4) \quad K_3 = (\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 + \mu_1 + \mu_4) \]

Since Textile Industry is process industry, it’s every subsystem should be available for long period of time. So, long run availability of the system is computed by taking \( t \to \infty \) and \( d/dt \to 0 \) applying on set of first order differential equations and solving them recursively we get:

\[
\begin{align*}
P_1 &= L_1P_0 \\
P_2 &= L_2P_0 \\
P_3 &= L_3P_0 \\
P_4 &= L_4P_0 \\
P_5 &= L_5P_0 \\
P_6 &= L_6P_0 \\
P_7 &= L_7P_0 \\
P_8 &= L_8P_0 \\
P_9 &= L_9P_0 \\
P_{10} &= L_{10}P_0 \\
P_{11} &= L_{11}P_0 \\
P_{12} &= L_{12}P_0 \\
P_{13} &= L_{13}P_0 \\
P_{14} &= L_{14}P_0 \\
P_{15} &= L_{15}P_0 \\
\end{align*}
\]

where

\[
\begin{align*}
H_1 &= \frac{\lambda_1}{\mu_1} \\
H_2 &= \frac{\lambda_2}{\mu_2} \\
H_3 &= \frac{\lambda_3}{\mu_3} \\
H_4 &= \frac{\lambda_4}{\mu_4} \\
\end{align*}
\]

\[
\begin{align*}
N_1 &= \mu_1H_4 + \frac{\mu_1\mu_4}{\mu_4} + \frac{\lambda_1\mu_1}{\mu_4} + \mu_1 \\
N_2 &= \frac{\lambda_3\lambda_4}{\mu_4} + \lambda_1H_4 + \lambda_1 + \lambda_4 + \frac{\mu_1\lambda_4}{\mu_4} - \lambda_4 \\
L_1 &= \frac{N_2}{N_1} \\
L_2 &= \frac{\lambda_1}{\mu_4} + H_4 - \frac{\mu_1L_1}{\mu_4} \\
L_3 &= H_4L_1 + \frac{\mu_1L_1}{\mu_4} - \lambda_1 \\
\end{align*}
\]

Now using Normalizing condition, i.e., sum of all the state probabilities is equal to one, we get:
Now, the Steady State Availability of the Fabric Finishing System may be obtained as the summation of all the working state probabilities, i.e.
\[ A_s = P_0 + P_1 + P_2 + P_3 = [1 + L_1 + L_2 + L_3 + H_2 + H_3 + H_1L_1 + H_2L_1 + H_3L_1 + H_2L_2 + H_3L_2 + H_1L_2 + H_2L_3 + H_3L_3 + H_4L_4]^{-1} \]

4. Proposed advanced optimization algorithms

Two advanced optimization algorithms are considered in the present work for fabric finishing system’s parameters optimization and are described in the following sections.

4.1 Teaching-learning-based optimization (TLBO)

TLBO is a teaching-learning process inspired algorithm proposed by Rao et al. (2011) based on the effect of influence of a teacher on the output of learners in a class. The algorithm mimics teaching-learning ability of teacher and learners in a classroom. Teacher and learners are the two vital components of the algorithm which describes two basic modes of the learning, through a teacher (known as teacher phase) and interacting with the other learners (known as learner phase).

The output in TLBO algorithm is considered in terms of results or grades of the learners which depend on the quality of the teacher. So, a teacher is usually considered as a highly learned person who trains learners so that they can have better results in terms of their marks or grades. Moreover, learners also learn from the interaction among themselves which also helps in improving their results.

TLBO is a population based method. In this optimization algorithm a group of learners is considered as a population; different design variables are considered as different subjects offered to the learners, and learners’ results are analogous to the ‘fitness’ value of the optimization problem. In the entire population the best solution is considered as the teacher. The working of TLBO is divided into two parts, ‘Teacher phase’ and ‘Learner phase’. The working of both phases is explained below.

4.1.1. Teacher phase

This is first part of the algorithm where learners learn through the teacher. During this phase a teacher tries to increase the mean result of the classroom from any value \( M_1 \) to his or her level (i.e. \( T_A \)). However, practically this is not possible and a teacher can move the mean of the classroom \( M_I \) to any other value \( M_2 \) which is better than \( M_1 \), depending on his or her capability. Consider \( M_I \) to be the mean and \( T_i \) to be the teacher at any iteration \( i \). Now \( T_i \) will try to improve existing mean \( M_I \) towards it so the new mean will be \( T_i \) designated as \( M_{new} \) and the difference between the existing mean and new mean is given by Rao et al. (2011),

\[ \text{Difference Mean}_i = r_i (M_{new} - TFM_I) \]  \hspace{1cm} (17)

where \( T_F \) is the teaching factor which decides the value of mean to be changed, and \( r_i \) is a random number in the range \([0, 1]\). The value of \( T_F \) can be either 1 or 2 which is a heuristic step and it is decided randomly with equal probability as,

\[ T_F = \text{round} [1 + \text{rand}(0, 1){2 - 1}] \]  \hspace{1cm} (18)

Based on this Difference Mean, the existing solution is updated according to the following expression
\[ X_{\text{new},i} = X_{\text{old},i} + \text{Difference Mean}_i \]  

(19)

4.1.2. Learner Phase

This is the second part of the algorithm where learners increase their knowledge by interaction among themselves. A learner interacts randomly with other learners for enhancing his or her knowledge. A learner learns new things if the other learner has more knowledge than him or her. Mathematically, the learning phenomenon of this phase is expressed below:

At any iteration \( i \), considering two different learners \( X_i \) and \( X_j \) where \( i \neq j \)

\[
\begin{align*}
X_{\text{new},i} &= X_{\text{old},i} + r_i (X_i - X_j) & \text{if } f(X_i) < f(X_j) \\
X_{\text{new},i} &= X_{\text{old},i} + r_i (X_j - X_i) & \text{if } f(X_j) < f(X_i)
\end{align*}
\]

(20)

(21)

Accept \( X_{\text{new}} \) if it gives better function value. Implementation steps of the TLBO are summarized below.

Step 1: Initialize the population (i.e. learners) and design variables of the optimization problem (i.e. number of subjects offered to the learner) with random generation and evaluate them.

Step 2: Select the best learner as a teacher and calculate mean result of learners in each subject.

Step 3: Evaluate the difference between current mean result and best mean result according to Equation (i) by utilizing the teaching factor (TF).

Step 4: Update the learners’ knowledge with the help of teacher’s knowledge according to Equation (iii).

Step 5: Update the learners’ knowledge by utilizing the knowledge of some other learner according to Equations (iv) and (v).

Step 6: Repeat the procedure from step 2 to 5 until the termination criterion is met.

5. Optimization results using TLBO algorithms

The performance behavior of the Fabric Finishing System (FFS) is highly influenced by the failure and repair parameters of each subsystem. These parameters ensure high performance of the Fabric Finishing System. The optimum value of system’s performance (Availability) is 89.01\%, for which the best possible combination of failure and repair rates is \( \lambda_1=0.0069, \mu_1=0.036191, \lambda_2=0.004852, \mu_2=0.040192, \lambda_3=0.000521, \mu_3=0.007225, \lambda_4=0.0000643 \) and \( \mu_4=0.010099 \) at population size 160 as given in Table 1.

<table>
<thead>
<tr>
<th>Population Size</th>
<th>Availability</th>
<th>( \lambda_1 )</th>
<th>( \mu_1 )</th>
<th>( \lambda_2 )</th>
<th>( \mu_2 )</th>
<th>( \lambda_3 )</th>
<th>( \mu_3 )</th>
<th>( \lambda_4 )</th>
<th>( \mu_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.8276</td>
<td>0.007147</td>
<td>0.034566</td>
<td>0.006459</td>
<td>0.040217</td>
<td>0.000344</td>
<td>0.007474</td>
<td>0.009883</td>
<td>0.018458</td>
</tr>
<tr>
<td>80</td>
<td>0.843580</td>
<td>0.008141</td>
<td>0.037917</td>
<td>0.005764</td>
<td>0.043723</td>
<td>0.000314</td>
<td>0.008529</td>
<td>0.009425</td>
<td>0.012968</td>
</tr>
<tr>
<td>120</td>
<td>0.845421</td>
<td>0.007192</td>
<td>0.033100</td>
<td>0.005741</td>
<td>0.040379</td>
<td>0.000401</td>
<td>0.009425</td>
<td>0.009604</td>
<td>0.023436</td>
</tr>
<tr>
<td>160</td>
<td><strong>0.890136</strong></td>
<td><strong>0.03069</strong></td>
<td><strong>0.036191</strong></td>
<td><strong>0.004852</strong></td>
<td><strong>0.040192</strong></td>
<td><strong>0.000521</strong></td>
<td><strong>0.007225</strong></td>
<td><strong>0.0000643</strong></td>
<td><strong>0.010099</strong></td>
</tr>
<tr>
<td>200</td>
<td>0.831758</td>
<td>0.007723</td>
<td>0.031681</td>
<td>0.004694</td>
<td>0.041389</td>
<td>0.000160</td>
<td>0.015491</td>
<td>0.000159</td>
<td>0.016469</td>
</tr>
<tr>
<td>240</td>
<td>0.823870</td>
<td>0.007366</td>
<td>0.038666</td>
<td>0.005645</td>
<td>0.042167</td>
<td>0.000075</td>
<td>0.015787</td>
<td>0.001120</td>
<td>0.022416</td>
</tr>
</tbody>
</table>
The effect of population size on availability of the Fabric Finishing System is shown in Fig. 4. This Figure represents the optimal curve obtained by using the TLBO algorithm for availability and its comparison with the optimal curve obtained by using GA as shown in Fig. 5.

6. Performance optimization using genetic algorithm

Genetic Algorithm Technique (GAT) is hereby proposed to coordinate the failure and repair parameters of each subsystem for stable system performance, i.e., high availability. Here, the number of parameters is eight (four failure parameters and four repair parameters). The design procedure is described as follows: To use GAT for solving the given problem, the chromosomes are to be coded in real structures. Here, concatenated, multi-parameter, mapped, fixed point coding is used. Unlike, unsigned fixed-point integer coding parameters are mapped to a specified interval \([X_{\min}, X_{\max}]\), where \(X_{\min}\) and \(X_{\max}\) are the maximum and minimum values of system parameters. The maximum value of the availability function corresponds to the optimum values of system parameters. These parameters are optimized according to the performance index, i.e., desired availability level. To test the proposed method, failure and repair rates are determined simultaneously for optimal value of unit availability. Effects of population size on the availability of fabric finishing system are shown in Tables 3. To specify the computed simulation more precisely, trial sets are also chosen for GA and system parameters.

Table 2
Failure and Repair Rate Parameter Constraints

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(\lambda_1)</th>
<th>(\mu_1)</th>
<th>(\lambda_2)</th>
<th>(\mu_2)</th>
<th>(\lambda_3)</th>
<th>(\mu_3)</th>
<th>(\lambda_4)</th>
<th>(\mu_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>0.0069</td>
<td>0.0287</td>
<td>0.0052</td>
<td>0.0316</td>
<td>0.0001</td>
<td>0.0084</td>
<td>0.0005</td>
<td>0.0124</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.0089</td>
<td>0.0387</td>
<td>0.0072</td>
<td>0.0416</td>
<td>0.0021</td>
<td>0.0184</td>
<td>0.0025</td>
<td>0.0224</td>
</tr>
</tbody>
</table>

The performance (availability) of the fabric finishing system is determined by the designed values of the system parameters as shown in Table 2.

Here, real-coded structures are used. The simulation is done to a maximum number of population size, which is varying from 40 to 240. The effect of population size on availability of the fabric finishing system is shown in Fig. 5.

The optimum value of system’s performance (Availability) is 83.31\%, for which the best possible combination of failure and repair rates is \(\lambda_1=0.006905, \mu_1=0.0387, \lambda_2=0.005201, \mu_2=0.0416, \lambda_3=0.000103, \mu_3=0.0184, \lambda_4=0.000507\) and \(\mu_4=0.0224\) at population size 200 as given in Table 3.
Fig. 5. Effect of Population Size on Fabric Finishing System Availability using GA

<table>
<thead>
<tr>
<th>Population Size</th>
<th>λ₁</th>
<th>µ₁</th>
<th>λ₂</th>
<th>µ₂</th>
<th>λ₃</th>
<th>µ₃</th>
<th>λ₄</th>
<th>µ₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.8167</td>
<td>0.007469</td>
<td>0.037461</td>
<td>0.005242</td>
<td>0.041597</td>
<td>0.000152</td>
<td>0.018399</td>
<td>0.0001141</td>
</tr>
<tr>
<td>80</td>
<td>0.8302</td>
<td>0.006993</td>
<td>0.038699</td>
<td>0.005229</td>
<td>0.041599</td>
<td>0.000136</td>
<td>0.018398</td>
<td>0.0000502</td>
</tr>
<tr>
<td>120</td>
<td>0.8316</td>
<td>0.006919</td>
<td>0.038699</td>
<td>0.005205</td>
<td>0.041600</td>
<td>0.000131</td>
<td>0.018399</td>
<td>0.0000502</td>
</tr>
<tr>
<td>160</td>
<td>0.8326</td>
<td>0.006907</td>
<td>0.038698</td>
<td>0.005206</td>
<td>0.041599</td>
<td>0.000101</td>
<td>0.0184</td>
<td>0.000504</td>
</tr>
<tr>
<td>200</td>
<td>0.8331</td>
<td>0.006905</td>
<td>0.038701</td>
<td>0.005201</td>
<td>0.041600</td>
<td>0.000103</td>
<td>0.0184</td>
<td>0.000507</td>
</tr>
<tr>
<td>240</td>
<td>0.8331</td>
<td>0.006905</td>
<td>0.038701</td>
<td>0.005201</td>
<td>0.041600</td>
<td>0.000103</td>
<td>0.0184</td>
<td>0.000507</td>
</tr>
</tbody>
</table>

Number of Generations=100; Reproduction (Crossover Fraction) = 0.80; Fitness Scaling: Rank.

7. Conclusions

The present work demonstrates the successful application of the TLBO algorithm for the single objective optimization of fabric finishing system of a textile industry. A set of optimal points is obtained by using the normalized objective function with the considered algorithm. The ability of the proposed algorithm is demonstrated by using a fabric finishing system and the performance of the proposed algorithm is compared with the performance of genetic algorithm (GA) approach. Improvement in the availability corresponding to 83.31% to 89.01% is obtained using the proposed TLBO algorithm, as compared to the GA approach showing the improvement potential of the algorithm for such industrial maintenance optimization. Unlike other population-based optimization techniques, TLBO does not require any algorithm parameters to be tuned which makes the implementation of TLBO simpler and easier.
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