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 The Covid-19 pandemic which has spread across all countries, including Saudi Arabia, has caused 
the government to create limited curfew policies in the country that affected the economy. This 
policy has given rise to a new trend in society, namely the habit of shopping online. The trend of 
purchasing online via e-commerce increases. However, people's opinions and attitudes towards 
this trend vary. Therefore, this research was conducted with the aim of determining the subjectiv-
ity of public opinion or sentiment on the e-commerce activities using probability and statistical 
approaches, i.e.: the Naïve Bayes (NB) and Support Vector Machine (SVM) classifiers. Three 
experimental scenarios of dataset splitting for training and testing; 90%:10%; 80%:20%; and 
70%:30%. The comparison of accuracy values was carried out using an automatic labeling 
method. Experimental results show that the 70%:30% split scenario provides the best result, with 
89% of accuracy, 99.7% of Precision, 88% of Recall and 93.5% of F1-score for the SVM classi-
fier. 
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1. Introduction 
 

 

In March 2020, the World Health Organization (WHO) stated that the world was facing the Covid-19 pandemic which had a 
direct impact on many aspects of society. In Saudi Arabia, to prevent the spread of the Covid-19 virus, the government chose 
a new policy for limited curfew during the beginning of the pandemic. As a result of this policy, social dialogue and geo-
graphical constraints are limited and have an impact on reducing the community's ability to carry out economic activities. 
This government policy has also given rise to new trends or habits in society, namely the habit of online shopping. People are 
starting to buy online with the aim of reducing outside activities and avoiding social interactions. Apart from being more 
convenient and easier, most people believe that purchasing on the internet is cheaper. Moreover, currently many e-commerce 
players do not hesitate to provide discounts and free shipping during certain periods. 
 
There are many opinions in the community about online shopping in e-commerce, both positive and negative opinions con-
veyed via social media Twitter. These views or opinions can be examined to determine the subjectivity of opinions, and the 
findings from this analysis are referred to as sentiment analysis. Sentiment Analysis is the activity of analyzing someone's 
opinions, opinions, attitudes or emotions regarding a particular product, topic or problem so that it can be seen whether this 
is a positive, negative or neutral sentiment (Afshoh & Pamungkas, 2017). 
 
In this research, the author hopes that the model that has been created for classifying public opinion sentiment on Twitter 
towards e-commerce in Saudi Arabia will be able to gain insights for considering strategies to manage e-commerce policy 
during pandemic in the future. This research uses the Naïve Bayes Classifier (NBC) and Support Vector Machine (SVM) 
classifier because it uses probability methods, the chance of words appearing and is suitable for text data. Meanwhile, the 
SVM classifier is suitable for text classification and how the algorithm works can deal with outlier data. NBC is a classification 
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method that eliminates Bayes' theorem. The classification method used is a probability and statistical method by predicting 
future opportunities based on previous experience, so it is known as Bayes' Theorem (Tuhuteru & Iriani, 2018). Meanwhile, 
Support Vector Machine (SVM) is a two-class classification technique, which tries to predict each class given a set of input 
data (features) (Ayumi & Fanany, 2016). The classification concept with SVM is looking for the best hyperplane that functions 
as a separator of two data classes. The SVM algorithm works by optimally separating data using hyperplane distance meas-
urements from the closest points rather than finding the maximum point to maximize the distance between class labels based 
on class collection limit measurements (Ramayanti & Salamah, 2018). 
 
This research emphasizes binary classification which consists of two classes, namely positive or negative. The Classification 
Method is used to determine, group, or categorize an unstructured document into one or more previously known groups 
automatically based on the contents of the document (Indriani, 2014).  
 
The paper is arranged in five parts: Section 1 provides an introduction followed by Section 2 that contains related research. 
Section 3 discusses the dataset and method, then Section 4 presents the experimental results and discussion. Lastly, Section 5 
provides conclusions. 
 
2. Related Works 

 
Sentiment analysis in this research is the analysis of a person's opinions, attitudes, and emotions into written language. One 
of the media that can be used in sentiment analysis is mass media, where one of the data mining techniques in the form of text 
is carried out by means of text mining which aims to process text to become information obtained from forecasting patterns 
and trends through statistical patterns (Luqyana et al., 2018). There has been a lot of previous research carried out regarding 
sentiment analysis, both using one algorithm, and comparing the performance of one algorithm with another algorithm as 
researchers will do. Sghaier and Zrigui (2016), discuss sentiment analysis for Arabic e-commerce websites. The authors 
conducted various experiments using different techniques of stemming and the performance of some classification algorithms 
to have the combination that gives us satisfactory results. 
 
Several previous studies compared the Support Vector Machine (SVM) algorithm with the Naïve Bayes Classifier (NBC) 
which found that the SVM algorithm had better accuracy than NBC (Arora et al., 2020; Al-Barznji & Atanassov, 2018; Rama 
et al., 2020; Al-barznji & Atanassov, 2018; Rama et al., 2015; Indriyani & Wibowo, 2022; Frizka et al., 2021; Petiwi et al., 
2022; Setiawan & Utami, 2021; Saepulrohman et al., 2021). However, there are also previous studies that have produced 
experiments with better accuracy of the Naïve Bayes algorithm than SVM (Ardianto et al., 2020; Tamrakar et al., 2020; 
Wardhani et al., 2018; Fikri et al., 2020; Supriyadi et al., 2022). 
 
3. Materials and Methods 

The process of analyzing sentiment on comments on Twitter regarding a person's rights to E-commerce in Saudi Arabia based 
on public comments on Twitter can be seen in Fig. 1. 
 

 
Fig 1. Experiment stages  

 
The initial stage starts from collecting the dataset which continues to the preprocessing stage to clean the raw dataset. After 
completing preprocessing, enter the labeling stage to find out the positive or negative class. Next, we enter the TF-IDF stage 
to give weight to each word contained in the dataset. Then enter the classification stage using the Naïve Bayes algorithm and 
Support Vector Machine. 

 
3.1 Data Preprocessing 

Preprocessing is the initial processing of data to prepare text data for the classification process, i.e.: cleaning, case folding, 
tokenizing, stopword removal and stemming are carried out. The preprocessing stage is done directly in the Rapid Miner 
software. The whole process includes several steps: cleaning the online text, removing spaces, expanding abbreviations, 
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stemming, removing stop words, processing negations, and finally feature selection.  The following is an explanation of the 
preprocessing stages.  
 
a. Data Cleaning is the stage where unnecessary characters and punctuation are removed from the text. Cleaning aims to 

reduce interference/noise in the dataset. The stages in this cleansing are Delete URLs, Delete Usernames, Delete RT 
tags and Delete Hashtags. 

b. Case Folding = Transform case is an operator for case folding. Case folding is changing the form of a word to its basic 
form so that a character can be uniform (lower case) 4 . Case folding is done to make searching easier. Not all text 
documents are consistent in their use of capital letters. Therefore the role of case folding is needed in converting the 
entire text in a document into a standard form (usually lowercase). 

c. Tokenization is the process of breaking down sentences into words that are more meaningful and significant. Tokenization 
separates each word that makes up a sentence. 

d. Stopword Removal is the process of removing words that do not describe something that should be removed. The words 
that are omitted are words that are in the dictionary which contains a list of words (stopword list). 

e. Stemming is a stage for carrying out the process of changing words containing infixes or suffixes into basic words that will 
contain more meaning to obtain information so that comments will be more specific in categorization. 

f. Remove Duplicate: Remove Duplicate in this research aims to delete data that has duplicates. 
After carrying out the preprocessing stage, the data that has been preprocessed becomes 1324 for E-commerce data in Saudi 
Arabia.  
 
3.2 Automatic Labeling 

At this stage, data that has been cleaned during preprocessing will be given a data class label. Data class labeling is divided 
into two, positive class and negative class. The labeling process was carried out using the R language via Google Colab tools. 
The labeling process using the R language requires an Arabic dictionary that is integrated with Google Drive. The Arabic 
dictionary used consists of two dictionaries, namely Arabic dictionary with positive words and Arabic dictionary with negative 
words. The automatic labeling stage process is carried out as shown in Fig. 2. 

 
 

Fig. 2. Process of Automatic Labeling 
 

At the labeling stage, an assessment is carried out on each sentence. Each detected word is given a score to assess the sentiment 
class. For positive words a value of 1 is given, while for negative words a value of -1 is given. If there are words that are not 
in the positive or negative dictionary, they are given a score of 0. Assessment is done by counting the number of scores for 
each word in one sentence. If the value ≥0 then it is labeled as positive tweet sentiment, conversely if the value <0 then it is 
labeled as negative tweet sentiment. If the score is assessed at 0 then it is labeled as a positive tweet. The positive data class 
will be given a value of 1, while the negative data class will be given a value of 0. An expert of Arabic language from Albaha 
University Language Center assists in checking the labeling results. 
 
3.3 Term Frequency Inverse Document Frequency (TF-IDF)  
 
The TF-IDF method is a method for calculating the weight of each word which is most used in information retrieval. This 
method is also famous because it is efficient, easy and has accurate results. It calculates the term frequency (TF) and inverse 
document frequency (IDF) values for each token (word) in each document in the corpus (Maarif, 2015). 
 
3.4. Naïve Bayes Classifier 
 
Naïve Bayes classifier is a machine learning algorithm that uses Bayes’ theorem to predict the class label of a given input 
based on the conditional probabilities of the features. It is called naive because it assumes that the features are independent of 
each other, which may not always be true (Jurafsky & Martin, 2009).  
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3.5. Support Vector Machine (SVM) 
 
SVM is a type of supervised machine learning algorithm that can perform data analysis and classification. It works by finding 
the best hyperplane that splits the data points into different classes in the feature space. The hyperplane is selected to have the 
largest margin between the nearest points of different classes that makes the SVM classifier resistant to outliers and efficient 
in high-dimensional spaces (Wang & Wang, 2023). 
 
4. Experimental Set up and Results  

4.1. Coding and Dataset Creation 

The source code stages start from reading the data to validating the two algorithms using Google Colab using the R language 
and Python programming. The R language is used during the labeling process. This research uses source code starting from 
Preprocessing, Labeling and Classification for 1 case study, i.e.: E-commerce in Saudi Arabia. This research uses a sampling 
process in the form of a sampling method on the dataset. The source code in this research consists of preprocessing dataset 
with automatic label classification and Naïve Bayes and Support Vector Machine algorithm classification. 

In this research, the dataset is crawled from Twitter during the period of September to December 2023. The data crawling 
process is assisted by using the Rapidminer tool with the Twitter API. The data taken are tweets that are relevant to the topic; 
in this case, the top five E-commerce companies in Saudi Arabia is a relevant keyword. The keywords used in this research 
are "#e-commerce", "#Amazon", “#haraj.com.sa”, “#noon.com”, “#aliexpress.com”, “#temu.com”, “#opensooq.com”. The 
data is saved in .csv format with a total of 1324 data records on the Saudi Arabi E-commerce. Table 1 presents the examples 
of the captured data. Due to the privacy matter, the identity of the company accounts are made anonymous. 

Table 1  
Examples of records in the Dataset 

Date & Time Text in Arabic 
English Translation Manual  

labelling 
مرة واحدة ولن تكون هناك مرة ثانية لاستخدام   Xxxxxxxx@ يكفي استخدام  11:04:43  16/09/2023

 إذا كنت ترغب في التسوق عبر التجارة الإلكترونية وكانت  .Xxxxxxxx @ بعثة
Xxxxxxxx   الاستكشافية، فمن الأفضل أن تنتقل إلى رحلة استكشافية  هي الرحلة
 أخرى أو إذا كان هذا هو الخيار الوحيد، فمن الأفضل عدم التسوق هههه 

It's enough to use @Xxxxxxxx once and there won't be a second 
time using @ Xxxxxxxx expedition. If you want to shop on e-com-
merce and the Xxxxxxxx  is the expedition , it's better to just change 
to another expedition or if that's the only choice, it's better not to 
shop hahaha 

Positive 

 

من   17:44:01  16/09/2023 هذه الساعة حتى الساعات الأولى  الإلكترونية في  التجارة  فتح  من الخطورة 
 الصباح... عرضة للتحقق دون تفكير 

It's dangerous to open e-commerce at this hour until the early hours 
of the morning... prone to checking out without thinking 

Positive 

 
19/09/2023  04:17:38 @xxxx_cares   التجارة الإلكترونية لا تقل حجمًا عن شكاوى عملاءxxxx إلا   

 ، أليس كذلك؟ لا تستطيع تحمل تكاليف توظيف الموظفين؟ chatbotعبر برنامج 
@xxxx_cares ecommerce is as big as xxxx customer complaints 
only via chatbot, right? Can't afford to hire employees? 

Negative 
26/09/2023  04:18:40 @xxxx @xxxx @xxxx_cares كيف تم إلغاء تنشيط حسابي في     xxxx ،

قل   الأمر،  هذا  استمر  كلما  جارية،  معاملات  وجود  من  الرغم  مشكلتي؟ على  ما 
 صحته اليوم. #التجارة_الالكترونية #التجارة_الالكترونية

@xxxx @xxxx @xxxx_cares how come my xxxx account was de-
activated, what's wrong with me? Even though there are transac-
tions going on, the more this goes on, the less true it is today. 
#ecommerce #ecommerce 

Negative 

 

 The division of data presentation is the separation of training and testing data based on percentages, for example 90%:10% 
means 90% is training data and 10% is testing data. In this study, the percentage division was divided into three experimental 
scenarios, i.e.: the first experiment uses a data division of 90%:10%, the second experiment uses a data division of 80%:20% 
and the third experiment uses a data division of 70%:30%. This research compares the accuracy of the recognition based on 
the automatic labeling method. 

4.2. Results 

Table 1 shows the results of the labeling process. During the experiment, the automatic labeling process was unable to deter-
mine128 tweets, thus, only 1196 tweets are considered.  
 
Table 2 
Automatic labeling results 

Sentiment # of Data 
Positive 942 
Negative  254 
Undefined  128 
Total  1324 
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This research uses Confusion matrix to evaluate the performance of the classification. A confusion matrix is a matrix that 
displays how accurately a classification model predicts on a testing dataset. It shows the comparison between the true labels 
and the predicted labels and counts the number of right and wrong predictions for each class. Performance metrics include: 
accuracy, precision, recall, and F1-score are defined in (1) – (4) (Ting, 2011). 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ்௉ା்ே்௉ା்ேାி௉ାிே   (1) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ்௉்௉ାி௉    (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 = ்௉்௉ାிே   (3) 

𝐹1_𝑆𝑐𝑜𝑟𝑒 = ଶ∗௉௥௘௖௜௦௜௢௡∗ோ௘௖௔௟௟௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟    (4) 

where, TP is True Positive, FP is False Positive, TN is True Negative, and FN is False Negative. The Confusion matrix from 
the observation for all scenarios during the experiment is shown in Table 3. 

Table 3  
Confusion matrix from the experiments 

 90%:10% 80%-20% 70%-30% 
 SVM NBC SVM NBC SVM NBC 
TP 753 684 895 778 938 808 
FP 188 257 46 163 3 133 
TN 51 69 98 67 126 17 
FN 204 186 157 188 129 238 

Table 4 shows the experimental results on accuracy, precision, recall, and F-Score of the proposed system. The best result for 
model performance evaluation using the automatic labeling method is when the split data training vs testing of 70%:30%, 
with the accuracy value of 66% for the Naïve Bayes classifier and 83% for the SVM classifier. 

Table 4  
Experimental results 

Dataset Splitting 
Precision Recall F1-Score Accuracy 

    
 SVM NBC SVM NBC SVM NBC SVM NBC 

90%:10% 81% 72.7% 78% 78.6% 84.5% 77.3% 80% 63% 
80%::20% 91% 82.6% 85% 80.5% 87.9% 81.5% 83% 66% 
70%:30% 99.7% 86% 88% 77.2% 93.5% 81.4% 89% 69% 

5. Discussion 

From the overall results of the experiments, it was found that the 70%:30% split scenario SVM classifier provides the best 
accuracy value during the testing, with an accuracy value of 89%. Meanwhile, Naïve Bayes classifier only achieves 69%. The 
scenario gives better results because it provides evaluation values that are close to balance after the tuning process. These 
results are in line with research by Hakami (2023) that conducted an analysis of public sentiment regarding e-commerce 
conditions in Saudi Arabia during the 2020 pandemic. Using machine learning techniques, this study explores how different 
aspects affect the online shopping preferences of consumers for popular apps in Saudi Arabia. This study also provides useful 
insights for the e-commerce sector to enhance their services, customer satisfaction and revenue.  
 
6. Conclusions  

From the experiment, it can be concluded that although the number of training datasets is relatively small. The performance 
evaluation of the Support Vector Machine classifier is considered good, for the 70%:30% split scenario with 89% of accuracy, 
99.7% of Precision, 88% of Recall and 93.5% of F1-score for the SVM classifier. The results showed that people positively 
accept e-commerce, especially during and after the pandemic. As one of the top five countries whose control and management 
well the pandemic, Saudi Arabia adopted e-commerce very well. 
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