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 The accelerated progress of Artificial Intelligence (AI) within the accounting field has resulted in 
a heightened use of this technology in international enterprises, therefore generating noteworthy 
ethical concerns. This research investigates the ethical implications that arise from the use of AI 
in accounting practices, focusing on international corporations operating in Jordan. The objective 
of this research is to provide a comprehensive framework for the ethical and responsible integra-
tion of AI within the accounting domain. The research used a survey methods approach while 379 
respondents were selected using cluster and proportional sampling. The qualitative component of 
the research investigates the viewpoints and concerns of persons pertaining to the use of AI. The 
study results provide significant contributions to the development of a context-specific paradigm 
for AI ethics that prioritizes concepts such as transparency, fairness, and accountability. The find-
ings of this study have substantial value for multinational corporations engaged in commercial 
operations in Jordan and similar regions. The results provide organizations with the necessary 
tools to proficiently address the ethical dilemmas that emerge as a result of using artificial intelli-
gence in accounting procedures.       
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1. Introduction 
 
 

 
The discipline of accounting has been significantly impacted by the integration of artificial intelligence (Al-Okaily, 2023; 
Hatamlah et al., 2023a). The integration of artificial intelligence (AI) into the field of accounting has brought about a signifi-
cant transformation in the management of financial data, the generation of reports based on such data, and the overall decision-
making procedures. Extensive evidence supports the notion that AI has had a substantial impact on contemporary company 
operations (Kaplan & Haenlein, 2019). Moreover, the field of accounting has also been subject to the transformative effects 
of AI, as shown by several studies. Svetlova (2022) asserts that AI plays a pivotal role in the development of electronic 
commerce technology. The exponential and extensive growth of this phenomenon has had a substantial influence on the way 
in which individuals participate in electronic commerce. 

According to Kaplan and Haenlein (2019), robotic systems engage in the assessment and extraction of valuable insights from 
data with the purpose of effectively achieving predetermined objectives within the realm of AI. The use of AI has potential 
benefits for management accountants due to their specialized knowledge in data analysis and aptitude for extracting crucial 
insights (Bruun & Duka, 2018). Appelbaum et al. (2017) suggest that management accountants have the potential to augment 
the performance of their organizations by integrating AI with contemporary research approaches. Warren et al. (2015) claim 
that AI has the potential to be used in the development of management control systems that are characterized by high levels 
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of efficiency. According to Chen et al. (2021), the use of AI has promised for enhancing the effectiveness of management 
accounting. 

In contemporary times, legislative measures have been enacted to acknowledge the ethical considerations that have been 
illuminated by the extensive use of AI (Kaplan and Haenlein, 2020; Munoko et al., 2020). Given the conditions, the medical 
facility has implemented proactive measures aimed at mitigating and maybe eliminating any potential hazards. The European 
Group on Ethics in Science and New Technologies (EGE) released a publication in 2018 entitled “Statement on Artificial 
Intelligence, Robotics, and Autonomous Systems”. This literary work offers an extensive compilation of AI concepts and 
standards, aiming to foster the development and adoption of ethical AI. Many studies present a comprehensive overview of 
many aspects pertaining to the administration and monitoring of artificial intelligence (e.g., Hatamlah et al., 2023b). In the 
present year, the China Artificial Intelligence Governance Committee (CAIGC), responsible for the oversight and regulation 
of AI inside China, has promulgated a set of eight regulations. Businesses that develop AI software must ensure that the 
parameters are fulfilled. The regulations serve to safeguard both individual rights and the collective well-being of the com-
munity. Greenman (2017) asserts that within the realm of accounting, professional organizations and regulatory bodies have 
established guidelines governing the use of technology by accountants. The Institute of Management Accountants (IMA) 
upholds a set of basic values, which include honesty, fairness, impartiality, and accountability. 

Although accountants possess an understanding of the imperative nature of ethical decision-making in the context of utilizing 
AI, there exists a dearth of scholarly investigation pertaining to the ethical considerations that are unique to this domain (Alles 
& Gray, 2016). Greenman (2017) asserts that ethical considerations pertaining to the use of technology have been disregarded 
by the accounting profession. Dillard and Ruchala (2005) conducted research examining the ethical dilemmas associated with 
the use of enterprise resource planning (ERP) systems. Dillard and Ruchala (2005) introduced a stakeholder accountability 
paradigm as a potential resolution for addressing the ethical dilemmas related to ERP software. In their study, Greenman 
(2017) developed a comprehensive conceptual framework for assessing the ethical concerns associated with the widespread 
integration of developing technologies in several domains, including personal, governmental, societal, and institutional con-
texts. Alles and Gray (2016) expanded upon the existing framework by offering a comprehensive elucidation of the ethical 
values upheld by various categories of stakeholders. 

The widespread use of AI within the field of accounting gives rise to a multitude of significant ethical concerns. Various 
concerns have been raised pertaining to many key areas, including the safeguarding of personally identifiable information, 
the mitigation of algorithmic bias, the promotion of transparency and accountability, and the potential ramifications for the 
labor market. AI systems are responsible for the management of vast volumes of sensitive data, including personal and finan-
cial information. This situation has given rise to concerns over the confidentiality and security of these systems. Bankins and 
Formosa (2023) argue that the domain of accounting has encountered ethical dilemmas stemming from algorithmic prejudice, 
unintentional discrimination, and a dearth of openness. Bankins et al. (2023) posit that the introduction of AI has the potential 
to lead to job displacement and the reduction of human supervision and decision-making. 

The use of AI is seeing rapid adoption among the accounting divisions of multinational entities operating in Jordan. The 
primary objective of this implementation is to augment productivity while simultaneously improving the precision and com-
prehensiveness of data analysis. The exponential progress of technology has given rise to novel ethical considerations that 
require resolution prior to the acceptable deployment of artificial intelligence. The integration of artificial intelligence into the 
accounting practices of these organizations necessitates a distinctive strategy owing to the diverse cultural and legal contexts 
within which these businesses functions. It is against this background that this research is conducted to examine ethical im-
plications of artificial intelligence in accounting: a framework for responsible AI adoption in multinational corporations in 
Jordan. 

2. Research Objectives 

The objective of this research is to: 

• To explore the ethical compliances on the AI adoption in accounting for multinational corporations in Jordan,  
• To identify the potential ethical challenges of AI in accounting be addressed to ensure responsible AI adoption among 

multinational corporations in Jordan., 
• To identify the key elements in the framework for the responsible use of AI in accounting practices among multina-

tional corporations in Jordan. 

3. Hypothesis  

This study examines the joint influence of ethical compliances, potential ethical challenges of AI and Key elements of AI 
framework and the use of AI in accounting practices in multinational corporations. 
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4. Literature Review 

4.1 Historical Overview of Artificial Intelligence 

AI researchers employ statistics, psychology, and cognitive science to construct multidisciplinary techniques. The ambition 
to provide machines with cognitive capacities drove AI research. AI is about robots becoming aware and learning new things. 
Historians believe the first AI appeared in the 1940s, however this is debatable. Alan Turing, a mathematician, created an 
examination to see whether a computer could mimic human behavior (Kaplan & Haenlein, 2019; Hatamlah et al., 2023c). 
This research was meant to give these activities the appearance of being done by real people. The imitation game, which tests 
computers' cognitive ability, is like this study. Alan Turing's Turing test assesses a machine's human-like reasoning ability. 
Due to its thorough examination of computer skills and the abstract concept of “intelligence”, the Turing test has become the 
standard for assessing AI. Marvin Minsky and John McCarthy founded DSRPAI in 1956 (Haenlein & Kaplan, 2019). The 
eight-week conference's main goal was to integrate research and teaching across academic fields. This alliance aimed to create 
novel AI research projects that mimic human cognition. AI has evolved throughout time. Fiction has been inspired by AI. The 
iRobot vacuum uses machine learning to clean and overcome difficulties. AI relies on machine learning to teach computers 
new skills and information (Dickey et al., 2019). Modern culture has incorporated machine learning and AI due to the internet 
and computer technologies. Fraihat et al. (2023) suggest that technology might help rising countries overcome poverty, energy 
scarcity, and infrastructural issues. As promised, machine learning allows computer systems to improve their performance 
autonomously using empirical data. Machine learning can anticipate and recommend using large datasets and statistical anal-
ysis. Spotify uses machine learning in its operations. This software uses machine learning to find relationships between audio 
metrics, tempo, genre, and instrument attributes. Spotify can create a song recommendation system using this strategy. The 
recommender system may suggest songs based on prior listening habits. Supervised, unsupervised, and reinforced machine 
learning methods exist. 

According to Iriondo (2018), machine learning algorithms can only forecast using past data. Unsupervised learning uses a 
different approach. Unsupervised learning is a computational process in which a computer independently analyses data and 
draws conclusions (Foud Ali et al., 2022; Hassan et al., 2022; Salhab et al., 2023). Unsupervised learning methods classify 
data based on its structure, unlike supervised learning, which needs data labels. Reinforcement learning is a popular machine 
learning technique in which the machine uses data from its interactions with the environment to maximize rewards and mini-
mize negative outcomes. “Reinforcement learning” comes from the machine's capacity to continuously learn from its sur-
roundings. Reinforcement learning is used in many computer systems, such as chess games, to monitor and analyze user 
activities (Iriondo, 2018). Reinforcement learning improves interactive experiences in many situations. 

Using Big Data, cloud computing, and data science, Assisted AI automates simple tasks to aid decision-making. “Assisted 
AI” uses AI to improve human decision-making (Munoko et al., 2020). Assisted AI requires faith in the AI system's ability 
to do its task. AI streamlines boring activities, freeing up time and resources for more complicated jobs. Rice (2020) claims 
that enhanced artificial intelligence lets businesses and people tackle previously unachievable objectives. Helping people 
make decisions instead of trying to duplicate human intelligence achieves this goal (Al-Qudah et al., 2023; Rehman et al., 
2023). 

Augmented AI's capacity to make certain judgements autonomously under human supervision makes it more complicated 
than Assisted AI (Carter & Nielsen, 2017). Augmented AI can solve problems creatively, not only find patterns and execute 
pre-programmed replies. Users of Augmented AI must evaluate its results due to its fallibility. Munoko et al. (2020) suggest 
that augmented AI poses ethical concerns about user autonomy (p. 219). If an inexperienced person manages an Augmented 
AI system, there may not be enough to use it properly. 

Autonomous cognitive systems are the third kind of AI. Totschnig (2020) claims that Autonomous AI is the ultimate degree 
of artificial intelligence since it allows computers, bots, and systems to act autonomously without human involvement. Au-
tonomous AI is considered the most complicated in this field since it can work without human intervention. Autonomous AI 
systems may learn from their surroundings and perform dangerous or impossible tasks. Drones, also known as unmanned 
aerial vehicles (UAVs), are used to inventory assets in distant places without human intervention. According to Munoko et 
al. (2020), autonomous system activities without transparency are ethically problematic (Alhaj et al., 2023). Thus, people 
must manage or understand these automated systems' decision-making processes (p. 219). AI differs from software systems 
like Robotic Process Automation (RPA) in its capacity to think. RPA speeds up many monotonous administrative processes 
and is widely utilized. Robotic process automation (RPA) automates repetitive and rule-based operations using scripts, ac-
cording to Gotthardt et al. (2020). RPA prioritizes process-driven activities above AI. Robotic Process Automation (RPA) 
automates rules-based procedures using existing technology and human judgement. Software robots automate flexible pro-
cesses that may be mechanized to boost productivity and improve operations in robotic process automation (RPA). Robotic 
process automation (RPA) is only useful for digital data. Robotic process automation (RPA) allows data duplication, transfer, 
and correlation among software applications. Technology fails to validate data via human touch or even simple phone calls. 
RPA's rule-based architecture and task-oriented orientation may restrict its learning ability compared to other artificial 
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intelligence. RPA and AI are not frequently employed in accounting. Gotthardt et al. (2020) found that just a small percentage 
of companies consider their AI application fully matured. However, 15% of people think their RPA system is mature. The 
accounting industry is experimenting with AI and RPA. Only a few companies can pioneer AI and RPA. 

Application of Artificial Intelligence (AI) in the Accounting Field 

• AI has great potential and skill. AI has outperformed humans in several tasks. Its capacity to beat human champions 
in chess, gambling, and disease diagnostics proves this. Due to AI's powerful capabilities, accounting is a hot topic. 
Like any new technology, accounting's use of AI has stirred much enthusiasm and skepticism. Accountants have 
many advantages, but they also face many obstacles. AI has had a major influence on the accounting profession, as 
well as other industries. We do not know the entire extent of its impact. AI is a subfield of computer science that 
aims to create computational systems that can do activities that previously needed human cognition. AI can analyze 
financial data, automate various activities, and provide vital insights to improve decision-making. Stancu and 
Duțescu (2021) state that several empirical research have proven that AI may significantly change accounting. AI 
improves data input efficiency in automated data entry systems. Leases, invoices, contracts, and receipts may benefit 
from optical character recognition (OCR) technology. 

• It is noted that AI algorithms are employed to find anomalies in large datasets, with the goal of detecting harmful 
activity. Predictions and forecasts may be made using past financial data and external influences using artificial 
intelligence. 

• To make it academic, the user's content needs no adjustments. Accounting systems may be improved by AI. Job 
automation includes data sampling, risk analysis, transaction validation, detail testing, event matching, and anomaly 
detection. AI can change tax compliance and planning. Artificial intelligence can react to changing tax laws and 
make modifications. It may help identify tax optimization possibilities and ensure compliance with local and inter-
national regulatory frameworks and tax legislation. The rapid incorporation of AI into accounting has raised aware-
ness of its benefits. 

• The benefits of incorporating AI within multinational corporations (MNCs). 

Many studies, (e.g., Omoteso, 2012), have proven that AI in accounting and auditing offers many advantages. The framework 
improves decision-making, reduces time and effort waste, expands staff training, develops competence for less-experienced 
workers, improves communication, and improves consistency. Accounting advantages from AI usage. These are some of the 
dissertation themes. AI effectively manages massive financial data and detects patterns, trends, and anomalies that humans 
may miss. The above benefits suggest accounting might employ AI. AI may improve operational efficiency and give vital 
insights to help accountants make educated decisions and simplify financial administration. AI applications in accounting 
have several opinions. Chukwuani and Egiyi (2020) suggest that accounting will be affected by AI integration. Fraudulent 
activities, accounting data quality, and conventional accounting and auditing processes may improve. Accountants and organ-
izations may save money by keeping up with AI advances in accounting and auditing. This phenomenon may also revolution-
ize accounting by shifting accountants' attention from mundane tasks to data-driven analysis and decision-making. Bizarro 
and Dorian (2017) suggest using metadata-level AI-driven automation to review and compare internal and external sources 
of information, such as source material, paperwork processing, conference calls, emails, press releases, and news media. 
Makridakis (2017) suggests that those that fully embrace and use AI and are prepared to take entrepreneurial risks will have 
a significant economic advantage. Innovative products or services may become globally successful companies, achieving this 
edge. According to Van Bekkum and Borgesius (2022), many questions about professional AI use remain unanswered. AI 
systems need large amounts of sensitive data. Data privacy protection is crucial to protecting people’s rights and reducing 
risks from illegal data retrieval and security breaches. Data quality and features affect AI bias. Biased data may lead to prej-
udiced AI results. Due to their complex designs and frequent usage of deep learning, artificial intelligence models may be 
challenging to evaluate. Lack of transparency and explainability in AI systems may lead to enquiries into the cognitive pro-
cesses that underpin AI decisions, hindering AI trust. 

The use of AI has the capacity to obviate the need for human involvement in performing mundane tasks. The issue has raised 
concerns around job loss and the need to equip the workforce with further training or education to meet the demands of 
emerging employment opportunities in the market. The use of biased or low-quality data for training AI models may lead to 
erroneous predictions and harmful decision-making, hence exacerbating any existing bias or inaccuracy present in the training 
data. Various businesses and countries have formulated distinct legislation pertaining to the use of AI and the governance of 
data. Due to the dynamic and rapid progression of these standards, attaining compliance may provide challenges. The potential 
for AI to bring about a paradigm shift in several sectors is widely acknowledged, although its extensive use gives rise to 
ethical inquiries. Concerns over AI-based employment practices are particularly justified in instances when they have the 
capacity to perpetuate discriminatory biases, such as when autonomous vehicles are tasked with making decisions that directly 
impact human lives. It is conceivable that AI systems may be targeted by cyberattacks. Adversarial assaults are a kind of 
attack that may be used against machine learning systems. These assaults include the manipulation of input data with the 
intention of deceiving the system into generating false predictions. 
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If developers fail to adequately represent the diversity of society, there is a risk of producing artificial intelligence algorithms 
that exhibit prejudice, hence impeding their ability to effectively cater to the needs and expectations of all users. Smaller 
enterprises or those operating within resource-limited contexts may have challenges (Al Tarawneh et al., 2023; Shan et al., 
2022), in using and implementing AI systems due to the substantial computational resource and infrastructure demands in-
volved (Alawadhi et al., 2022b; Foud Ali et al., 2022). Certain industries or occupational classifications may see more signif-
icant impacts than others due to the possible displacement of employment resulting from the extensive use of AI in job-related 
activities. This phenomenon has the potential to induce fluctuations in the economy. The integration of AI systems into extant 
workflows and decision-making processes may provide challenges in striking a harmonious balance between human judgment 
and AI ideas. In domains characterized by significant consequences, such as healthcare and finance, the allocation of respon-
sibility and the establishment of accountability for decisions made by artificial intelligence systems may pose complex and 
intricate difficulties. 

To surmount these challenges, it is imperative to implement all-encompassing legislation aimed at safeguarding data privacy 
and alleviating algorithmic bias. Additionally, incorporating ethical principles into the realm of AI, prioritizing diversity and 
inclusivity in AI advancement, and fostering transparency and comprehensibility in AI models are crucial measures. In order 
to ensure the ethical and suitable use of AI for the advancement of society, it is imperative to underscore the importance of 
ongoing research, joint endeavors, and transparent public dialogue. 

Factors to Consider While Implementing Artificial Intelligence in the Field of Accounting 

Undoubtedly, the use of AI in the domain of accounting yields several benefits. Nevertheless, there are certain challenges that 
need to be addressed to successfully integrate AI-powered solutions within this sector. According to Soori et al. (2023), the 
incorporation of AI into the domain of accounting entails the management of highly confidential and critical financial infor-
mation. Securing sensitive information against infiltration, breach, and hacking is a substantial problem. The establishment 
of comprehensive data security protocols is of utmost importance for organizations to safeguard financial data and adhere to 
essential data protection regulations such as GDPR and CCPA. Incorporating encryption, permissions, and safe storage are 
among the essential ways that must be included into the protocols. AI systems use algorithms and patterns derived from data 
to facilitate optimal decision-making. The ethical use of AI within the field of accounting necessitates meticulous examination 
of potential biases, the significance of impartiality, and the degree of transparency. Businesses must address concerns about 
AI-driven judgements that have the potential to impact several stakeholders, including loan approvals, credit ratings, and 
resource allocation. This is crucial to ensure fairness, objectivity, and accountability in the decision-making process. In 2023, 
detailed research was undertaken by Soori et al. (2023) to emphasize the significance of companies in tackling these chal-
lenges. The insufficiency of experts with expertise in both accounting and artificial intelligence is a recurring issue. The 
implementation of programs focused on enhancing the skills and knowledge of professionals in the fields of accounting and 
finance is crucial for effectively addressing this gap and optimizing the use of artificial intelligence (AI) solutions (Soori et 
al., 2023). 

The Integration of AI into conventional accounting methods is a complex and demanding process. It is conceivable that older 
systems may lack the necessary architectural framework to include artificial intelligence components. This necessitates a 
significant amount of effort to guarantee the compatibility of AI systems with existing software, the synchronization of their 
data, and the smooth integration of their operations. The seamless integration of a solution with pre-existing enterprise re-
source planning (ERP) systems and other solutions is of utmost importance (Natour et al., 2021; Alshurafat, 2023). 

Employees may express resistance towards the use of AI in the field of accounting, mostly driven by apprehensions around 
the potential displacement of human workers by automated systems and a prevailing skepticism about the dependability of 
computer-generated conclusions (Alshurafat, 2023). To effectively address these challenges, it is imperative to adopt a holistic 
strategy including emerging technology, regulatory structures, ethical guidelines, and ongoing educational initiatives. The 
proficient use of this methodology is pivotal to the optimal and proficient incorporation of artificial intelligence into account-
ing protocols. 

Adoption and Implementation of Artificial Intelligence (AI) in Accounting Practices 

Given the ethical significance associated with accounting, more investigation is needed to explore the potential ramifications 
of AI. The ethical ramifications associated with the use of AI are widely acknowledged and have been extensively scrutinized 
in scientific publications (Floridi, 2018; Hagendorff, 2020; Jobin et al., 2019). The emergence of ethical guidelines for the 
use of AI has been prompted by the development of many publications that delineate ethical principles. These standards have 
been established by a range of entities, including corporations, governments, and international bodies. Nevertheless, the sig-
nificance of artificial intelligence in the realm of accounting is not emphasized in these standards. Jobin et al. (2019) did an 
extensive meta-analysis examining the examination of ethical principles pertaining to AI. The researchers identified eleven 
distinct concepts via an analysis of the literature under investigation. It is essential to emphasize, though, that none of these 
criteria effectively encapsulate the notion of fulfilling employment. Ryan and Stahl (2020) argue that a compelling need exists 
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to provide training and resources for human workers who are being displaced by AI. This approach fails to adequately consider 
the broader ramifications of AI inside the accounting industry, as well as the need for collaborative relationships between 
humans and AI in professional environments. Although the AI4People paradigm does not explicitly include accounting, it 
does recognize the potential of AI to alleviate the tedium associated with some occupations (Floridi et al., 2018, p. 691). 

Accounting ethics, as a subdivision of practical philosophy that deals with normative matters, encompasses moral philosophy 
and endeavors to address the fundamental inquiry of appropriate action in society (Alawadhi et al., 2022a; Alqaraleh et al., 
2022). According to Leidner and Plachouras (2017), this ethical framework has the potential to be used in several aspects of 
human behavior (p. 30). Ethics encompasses a wide range of moral concepts that have influence on people and their processes 
of decision-making. Given the heavy dependence of AI systems on algorithms developed by humans to facilitate decision-
making, it is imperative to thoroughly contemplate the ethical ramifications associated with their implementation. An instance 
illustrating the potential ethical implications of incorporating a novel technology into the decision-making process may be 
seen in the use of machine learning. One possible use of integrating machine learning-based prediction models into an account 
is the ability to anticipate and detect possibly fraudulent activities. Contemporary autonomous artificial intelligence (AI) sys-
tems operate independently by using accessible data to generate interpretations and predictions. This poses ethical dilemmas 
as contrasted with earlier systems that depended on human input for pre-population (Munoko et al., 2020). 

The ethical issues pertaining to the use of AI are contingent upon the presence of informed consent and user awareness. All 
these concerns pertain to the process of obtaining consent from persons whose data is being used or whose decisions are 
influenced by artificial intelligence. The development of the idea of informed consent (Naik et al., 2022) aims to ensure that 
individuals possess comprehensive knowledge about the use of personal data, the precise AI technologies employed, and the 
potential ramifications of decisions facilitated by AI. The concept of informed consent is closely intertwined with the idea of 
user awareness, which involves teaching individuals about the many aspects of AI technology and its potential consequences. 
The notion of informed consent relates to the dissemination of thorough and readily understandable information to persons 
about the use of artificial intelligence (AI) technology and the handling of their personal data in the context of AI implemen-
tation. Granting individuals the autonomy to choose their participation in AI-enabled endeavors and ensuring their compre-
hension of the rationale behind data collection and use are of paramount importance. In situations when AI algorithms possess 
the capacity to impact an individual’s rights or have significant influence over their life, the imperative of acquiring informed 
consent assumes heightened importance (Naik et al., 2022). It is important for organizations to exhibit full transparency about 
their intentions and strategies pertaining to the use of AI. Effectively communicating the function of AI technology in deci-
sion-making, customer interactions, and other relevant domains is of utmost importance. According to Naik et al. (2022), the 
authors believe that the incorporation of openness is a crucial factor in fostering trust in AI systems. This approach enables 
users to access the necessary information, empowering them to make educated choices about their engagements with these 
systems. 

Informed Consent and user awareness: The use of AI raises significant ethical concerns, particularly in relation to informed 
permission and user awareness. The difficulties revolve on the procedure of acquiring consent from individuals whose data is 
being used or whose judgments are impacted by artificial intelligence systems. The notion of informed consent aims to guar-
antee that people are provided with sufficient knowledge about the utilization of their data, the specific AI technologies used, 
and the possible ramifications connected with AI-driven judgments (Naik et al., 2022). The notion of user awareness is closely 
linked to the concept of informed consent since it encompasses the process of providing users with information about the 
many aspects of AI technology and their possible consequences. In the context of implementing artificial intelligence (AI), 
the concept of informed consent pertains to the provision of comprehensive and comprehensible information to individuals 
on the use of AI technologies and the handling of their personal data. Granting people the liberty to make informed choices 
about their participation in processes driven by AI is of utmost importance. Additionally, it is crucial to guarantee that indi-
viduals comprehend the underlying objectives for collecting and using their personal data. The need of obtaining informed 
permission becomes more salient in situations where artificial intelligence (AI) algorithms can affect an individual’s rights or 
have a substantial effect on their existence (Alghazzawi et al., 2022; Al-Okaily et al., 2022; Naik et al., 2022). The paramount 
significance of organizations is in guaranteeing openness regarding the implementation methods of artificial intelligence (AI). 
The effective communication of the use of artificial intelligence (AI) technology in decision-making processes, consumer 
interactions, and other pertinent fields has significant significance. Naik et al. (2022) assert that the incorporation of transpar-
ency is of paramount importance in fostering trust and empowering users to make informed decisions in their engagements 
with artificial intelligence (AI) systems. 

Users Orientation: The education of end-users of the ramifications of AI technology is of utmost importance. A comprehen-
sive comprehension of the underlying mechanisms of AI algorithms, together with their possible benefits and inherent limi-
tations in facilitating decision-making processes, is of utmost importance for individuals. It is essential for businesses to 
enhance their efforts in educating their clients about the advantages and disadvantages of artificial intelligence (Al-Okaily & 
Al-Okaily, 2022), therefore enabling them to make well-informed choices pertaining to the use of this technology. In the 
context of managing confidential data, obtaining explicit authorization has become more crucial, as emphasized by Zhang 
and Aslan (2021). The provision of access to and control over individuals’ personal data, as well as their comprehension of 
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the processes involved in its collection, analysis, and dissemination, is of utmost importance. It is essential for businesses to 
guarantee compliance with data protection legislation and to use ethical and secure practices when handling user data. It is 
important for organizations to maintain transparency on the use of AI in decision-making processes, particularly in cases 
where these judgments have substantial implications for individuals, such as the assessment of creditworthiness or job pro-
spects. Zhang and Aslan (2021) assert the importance of facilitating human comprehension of the many elements that influ-
ence decision-making processes driven by artificial intelligence. Facilitating convenient access to human assistance is equally 
vital to ensure individuals may readily seek support when required. 

Informed Consent: The inclusion of a checkbox on a website does not adequately meet the criteria for fulfilling the obligations 
of Informed Consent. The provision of mechanisms for people to obtain, modify, and erase the personal data stored about 
them is of utmost importance. Furthermore, individuals possess the entitlement to be informed about their legal entitlements 
pertaining to choices influenced by AI that significantly affect their livelihoods. Establishing and sustaining consistent chan-
nels of communication between enterprises and consumers is of paramount importance in the process of integrating AI and 
managing its consequential impacts. Zhang and Aslan (2021) emphasize the need to provide clients with updated information 
about advancements in AI and the potential ramifications that may ensue. The implementation of this approach is crucial for 
maintaining transparency and cultivating user confidence. Nevertheless, the integration of AI technology needs informed 
consent and user consciousness to ensure effectiveness and ethical integrity. To promote a comprehensive understanding of 
AI use and enable users to exert control over their data and interactions with AI systems, it is imperative for organizations to 
prioritize the principles of openness, education, and user empowerment. By adhering to these ethical principles, organizations 
have the potential to enhance customer trust and happiness, while also making a substantial contribution towards fostering an 
ethical and responsible AI ecosystem. 

Adherence to the legal and regulatory framework: To function validly and responsibly within the confines of a given society, 
people, businesses, and other organizations must comply to the legal and regulatory frameworks in place. The concept com-
prises the adherence of appropriate legal laws, rules, and conventions that control different elements of human activity, such 
as commercial enterprises, environmental preservation, consumer right protection, data privacy, and other important areas. 

Data Privacy and Security: Information management professionals, particularly in the modern digital era, have a responsibil-
ity to ensure the confidentiality and safety of their clients’ data. Their primary objective is to prevent unauthorized individuals 
from gaining access to, using, disclosing, or destroying sensitive data. An individual’s right to direct the collection, processing, 
and dissemination of his or her own personal information lies at the heart of the concept of data privacy. The procedure 
comprises following the law and being respectful of people’s wishes while handling their personal information. “Personal 
data” refers to any information that may be used to identify and contact a single person. Information about an individual’s 
identity, including their name, home address, date of birth, email address, phone number, bank details, and IP address, may 
be gathered and processed. (Zhang & Aslan, 2021). 

Transparency and Explainability: Ensuring transparency and explainability of AI algorithms and decision-making processes 
is of paramount importance for enterprises. It is essential for both users and stakeholders to prioritize the cultivation of a 
comprehensive comprehension about the decision-making mechanisms used by artificial intelligence systems. To cultivate 
trust and enhance accountability in the use of AI technology, it is essential for individuals to possess a comprehensive under-
standing of this concept. 

Data Privacy and Security: Ensuring data privacy and implementing robust security measures are of utmost importance for 
enterprises to protect sensitive information. Obtaining clear consent from individuals whose data is being utilized and adhering 
to relevant data protection legislation are crucial imperatives for firms. 

Algorithmic Bias and Fairness: It is imperative for organizations to proactively address and eliminate biases included in AI 
algorithms to avert the occurrence of discriminatory outcomes. It is imperative to consistently evaluate AI systems to ascertain 
their adherence to principles of fairness. This entails verifying that the algorithms employed by these systems exhibit impartial 
treatment towards all individuals, ensuring equity in their outcomes. 

Human Oversight and Accountability: The inclusion of human supervision in the functioning of AI systems is of utmost 
importance to avoid complete dependence on automated decision-making processes for critical topics. The implementation 
of accountability measures is of utmost importance in efficiently managing mistakes and unanticipated repercussions that may 
emerge from choices driven by artificial intelligence. 

Ethical Data Collection and Use: It is imperative to ensure that the data utilized for training artificial intelligence (AI) models 
is obtained in a manner that adheres to ethical and legal standards. It is imperative for organizations to refrain from utilizing 
data acquired by unethical means or that may encroach upon individuals’ privacy rights. 
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Responsible Automation: There are many business processes that may benefit from being automated with the help of AI. 
Businesses must, however, give serious consideration to how such automation will affect their employees and the community 
at large. The goal is to create an automated system that is both responsible and effective in preventing the loss of jobs that 
aren’t necessary. 

Safeguarding against Misuse: It is imperative for organizations to exercise constant vigilance to mitigate the potential for 
misuse of AI technology. It is imperative to prevent the utilization of AI systems for detrimental objectives, including the 
dissemination of false information, surveillance practices, and hostile undertakings. 

Informed Consent and User Awareness: Obtaining informed consent from people is crucial in scenarios where AI is used to 
make choices that directly affect them. The objective is to promote the widespread sharing of information on the use of AI 
and its consequential effects, with the aim of improving user awareness. 

Continuous Monitoring and Evaluation: The establishment of a consistent monitoring procedure is of utmost importance in 
ensuring the evaluation of performance, accuracy, and ethical compliance of AI systems. Regular evaluations of AI outputs 
are essential to identify and mitigate any possible issues that may arise. 

4.2 Theoretical Framework  

Unified Theory of Acceptance and Use of Technology (UTAUT) 

The Unified Theory of Acceptance and Use of Technology (UTAUT) has a prominent position within the domains of infor-
mation systems and technology adoption research. The model in question was established by Venkatesh, Morris, Davis, and 
Davis in 2003 with the aim of enhancing comprehension and prediction of consumers’ propensity to accept and use advanced 
technology. The Technology Adoption paradigm (TAM), the Theory of Reasoned Action (TRA), and the Theory of Planned 
Behavior (TPB) are integrated and further developed under the Unified Theory of Acceptance and Use of Technology 
(UTAUT) paradigm. The following elucidation pertains to the utilization of the Unified Theory of Acceptance and Use of 
Technology (UTAUT) in the examination of artificial intelligence’s use in the field of accounting. 

Performance Expectancy (PE): The term “performance expectancy” within the domain of AI accounting pertains to the per-
ceptions held by accountants about the potential enhancements and efficiency gains that AI technologies may bring to their 
professional capabilities and workflow acceleration. When evaluating predicted performance, many factors are taken into 
consideration, such as enhanced precision, expedited data processing, and less reliance on human labor. 

Effort Expectancy (EE): Effort expectation refers to how much ease and simplicity users anticipate while working with AI-
powered bookkeeping software. For accountants to fully embrace AI, we need to know how much time and effort they believe 
AI accounting would save them by more manual processes like data input and computations. 

Social Influence (SI): The term “social influence” refers to the influence that social factors, such as the advice and support 
given by coworkers, managers, and business professionals, have on an accountant’s propensity to use AI accounting technol-
ogies. The presence of positive social influence has the potential to facilitate the widespread acceptance and implementation 
of artificial intelligence (AI) technologies within the field of accounting. 

Facilitating Conditions (FC): Facilitating circumstances refer to the presence of essential resources and supporting mecha-
nisms that are required for the effective implementation and exploitation of AI accounting in practical settings. This entails 
the supply of necessary hardware, software, training, and technical support. The existence of these facilitating elements may 
have a positive impact on the implementation of artificial intelligence technology within the domain of accounting. 

Perceived Risk (PR): Accountants may perceive risks associated with AI accounting, such as concerns about data security, 
privacy, and potential job displacement. Addressing and mitigating these perceived risks is essential for increasing acceptance 
and adoption of AI technologies in accounting. 

Job Relevance (JR): In the UTAUT framework, job relevance pertains to the extent to which individuals think that the utili-
zation of AI accounting is congruent with their job duties and obligations. The likelihood of accountants adopting and utilizing 
AI technology is contingent upon their perception of the relevance and benefits associated with such technologies. 

IT Self-Efficacy (SE): The concept of IT self-efficacy pertains to an individual’s level of assurance and proficiency in utilizing 
information technology. There is a positive correlation between the level of IT self-efficacy among accountants and their 
inclination to adopt AI accounting solutions and effectively adjust to technological advancements. 
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By carefully considering these elements, both enterprises and governments may develop well-designed regulations to facilitate 
the use of artificial intelligence in financial reporting. Our organization offers educational seminars and training courses spe-
cifically designed for accountants, with the aim of enhancing their proficiency and confidence in using AI-based accounting 
software. 

Minimize potential hazards by implementing rigorous protocols for data protection and effectively conveying the advantages 
of AI in the context of accounting. 

Promote a conducive atmosphere that actively promotes the use of AI technology, while also incentivizing workers for their 
innovative contributions. 

To facilitate a smooth integration of AI technology into accounting procedures, it is necessary to ensure the availability of 
essential resources and establish conducive circumstances. 

To enhance comprehension of the determinants that influence the adoption of technology in the field of artificial intelligence 
(AI) accounting, scholars may find it advantageous to use the Unified Theory of Adoption and Use of Technology (UTAUT) 
framework. Furthermore, this resource may serve as a guide for effectively incorporating AI-driven solutions inside the ac-
counting industry. 

5. Research Methodology 

The study area is Amman; it is surrounded by hills and valleys in the north-west, creating a lovely landscape. The area is a 
regional commerce, transportation, and political center due to its favorable location. This survey employed qualitative and 
quantitative methods to gather data. The literature review examined research goals. Research, journals, textbooks, and direct 
observation of international firms in Amman helped accomplish this. 2,353 staff from Amwaj International for Real Estate 
Investment, Arab Banking Corporation, G4S Secure Solutions Int. (Jordan), and Global Investment House form the population 
of the study. The researchers selected 379 cohort members using cluster and proportional sampling. The researchers recruited 
respondents via snowball sampling. Google Forms helped distribute the questions to chosen responders through WhatsApp 
groups and email. Snowball sampling prevented face-to-face interviews with participants. Due to their social ties, the snowball 
strategy helped find participants (Parker et al., 2019). 312 people completed and submitted the research's electronic question-
naires to meet all study requirements. Data was analyzed using statistical methods. Descriptive analysis answered research 
questions, whereas regression analysis tested the null hypothesis. 

6. Data Analysis 

6.1 Research Question One 

What are the ethical implications of AI adoption in accounting for multinational corporations in Jordan? 

Table 1 
Percentage analysis of the ethical implications of AI adoption in accounting for multinational corporations in Jordan 

Items X  SD Decision 
Data privacy and security 3.02 1.34 Agree  
Algorithmic unbiases  2.96 1.30 Agree 
Transparency and explainability of AI decisions 3.45 1.47 Agree 
Responsibility and accountability 2.88 1.53 Agree 
Third party usage protection  3.33 1.41 Agree  
OVERAL INDEX 3.13 1.41 Agree  

Legend: X = Mean; SD = Standard Deviation; N: 312 
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Table 1 presents the findings of the research study pertaining ethical compliances on the AI adoption in accounting for mul-
tinational corporations in Jordan, as perceived by the participants of the study. The entire index had a grand mean of 3.13 and 
a standard deviation of 1.41. Item 1 indicate that the assertion “Transparency and explainability of AI decisions "has the 
highest average score of 3.45. Conversely, the statement "responsibility and accountability" has the lowest mean score of 2.88 
and a standard deviation of 1.53. Therefore, based on the above analysis, ethical compliances priorities by the sample corpo-
rations shows that they pay attention to transparency and explainability of AI decisions in course of adopting AI for accounting 
in multinational corporations in Jordan. 

6.2 Research Question Two 

To find out the potential ethical challenges of AI in accounting that affects responsible AI adoption among multinational 
corporations in Jordan? 

Table 3  
Mean rating analysis of potential ethical challenges of AI in accounting that affects responsible AI adoption among multina-
tional corporations in Jordan 

Items X  SD Decision 
Consumer protection 3.69 1.38 Agree  
individuals' rights, and fairness in AI decision-making processes 3.08 1.56 Agree 
Employees attitude towards change management  3.23 1.58 Agree 
Technical glitches  3.13 1.50 Agree 
Algorithmic manipulation  2.64 1.54 Agree  
OVERAL INDEX 3.16 1.51 Agree  

Legend: X = Mean; SD = Standard Deviation; N: 312 
 
The statistical analysis presented in Table 2 indicates that the overall index mean score of 3.16, with a standard deviation of 
1.51, demonstrates a positive correlation between potential ethical challenges of AI in accounting that affects responsible AI 
adoption among multinational corporations in Jordan. Question item (1) obtained the highest mean score of 3.69, indicating 
that respondents agreed with the statement that consumer protection is a potential challenge in adopting AI. On the other hand, 
question item (5) received a lower mean score, which suggests that respondents were less inclined to agree with the assertion 
that algorithmic manipulation is a potential challenge of AI adopting in MNC. Therefore, based on the above analysis, there 
are potential ethical challenges of AI in accounting that must be addressed to ensure responsible AI adoption is significant. 

6.3 Research Question Three 

What are the key elements in the framework for the responsible use of AI in accounting practices among multinational cor-
porations in Jordan? 

Table 4 
Percentage analysis of the key elements in the framework for the responsible use of AI in accounting practices among multi-
national corporations in Jordan 

Items X  SD Decision 
Human-AI collaboration   3.66 1.49 Agree  
Ethical AI development and use 3.07 1.55 Agree 
Regulatory compliance  3.23 1.58 Agree 
Long-term ethical strategy 3.13 1.50 Agree 
Ethics training and awareness 2.70 1.64 Agree  
OVERAL INDEX 3.16 1.51 Agree  

Legend: X = Mean; SD = Standard Deviation; N: 312 
 

The statistical analysis presented in Table 4 indicates that the overall index mean score of 3.16, with a standard deviation of 
1.51, shows the key elements in the framework for the responsible use of AI in accounting practices among multinational 
corporations in Jordan. Question item (1) obtained the highest mean score of 3.66, indicating that respondents agreed with the 
statement that human-AI collaboration as a key element responsible for the use of AI in accounting wile question item (5) 
received a low mean score, which suggests that respondents were less inclined to agree with the assertion that ethics and 
training awareness list among the key element in the framework for the responsible use of AI in MNC. Therefore, based on 
the above analysis, the key elements in the framework for the responsible use of AI in accounting practices among multina-
tional corporations in Jordan is statistically significant.   

6.4 Hypothesis Testing  

There is no significant relationship between the joint influence of compliance of transparency and data privacy, potential 
ethical challenges of AI and Key elements of AI framework and the use of AI in accounting practices in multinational 
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corporations. To test the hypothesis, regression analysis was then used to analyze the data in order to determine the relationship 
between the two variables. 

Table 5 
Model Summary of the joint influence of ethical compliances, potential ethical challenges of AI and Key elements of AI 
framework and the use of AI in accounting practices in multinational corporations 
Model R R Square Adjusted  

R Square 
Std. Error 
 of the Estimate 

Change Statistics Durbin-
Watson 

R Square 
Change 

F Change df1 df2 Sig. F 
Change 

1 .949a .900 .899 .947 .900 927.247 3 309 .000 2.010 

Source: Author’s Computation (SPSS Version 20.0 IBM) 

The calculated R-value 094 was greater than the table R-value of   0.90 at 0.000 alpha level with 2.01 value of Durbin Watson. 
The R-square value 0.90 predicts 90% of the joint influence of ethical compliance of transparency and data privacy, potential 
ethical challenges of AI and Key elements of AI framework and the use of AI in accounting practices in multinational corpo-
rations. This rate of percentage is highly positive and therefore implies that there is significant joint influence of the transpar-
ency and data privacy, potential ethical challenges of AI and Key elements of AI framework and the use of AI in accounting 
practices in multinational corporations. It was pertinent to find out if there is significant difference in the influence exerted by 
each independent variable (see Table 6). 

Table 6 
Analysis of variance of the difference in the influence exerted by each independent variable 
Model Sum of Squares df Mean Square F Sig. 

1 
Regression 2494.021 3 831.340 927.247 .000b 
Residual 277.040 309 .897   
Total 2771.061 312    

Source: Author’s Computation (SPSS Version 20.0 IBM) 

The table presents the calculated F-value as (927.247) as the computer critical F-value (0.000 a) is below the probability level 
of 0.05 with 3 and 309 degrees of freedom. The result therefore means that there is significant difference in the influence 
exerted by the independent variables on the dependent variable. To test the contribution of each of the independent variables, 
coefficient analysis was performed (see Table 7).  

Table 7 
Coefficient analysis of the influence of each of independent variable on the dependent variable 
Model Unstandardized Coefficients Standardized Coefficients t Sig. 

B Std. Error Beta 

1 

(Constant) 1.923 .644  2.987 .003 
Transparency and data privacy 1.657 1.129 .821 12.847 .000 
Potential ethical challenges of AI -.105 1.106 -.053 10.992 .322 
Key elements of AI framework .314 1.157 .182 8.006 .046 

Source: Author’s Computation (SPSS Version 20.0 IBM) 
 
From the table, it was observed that the most positively influencing the use of AI in accounting practices in multinational 
corporations was Transparency and data privacy (t: 12.847, B: .129). This was seconded by Potential ethical challenges of AI 
(t: 10.99, B: 1.10). The third one was Key elements of the AI framework (t: 8.00, B: 1.15) seen having influence on the use 
of AI in accounting practices in multinational corporations. 

7. Discussion of Findings  

The research findings shown in Table 1 highlight several significant ethical considerations associated with artificial intelli-
gence (AI). These include concerns regarding the safeguarding of data privacy and security, the potential for algorithmic bias, 
the need for openness and explainability in AI decision-making processes, the allocation of responsibility and accountability, 
as well as the potential influence on the workforce. The examination of Table 2 reveals that the ethical dilemmas highlighted 
emphasize the significance of establishing a comprehensive structure that not only optimizes the potential advantages of 
artificial intelligence in the field of accounting, but also maintains ethical principles, protects individuals' rights, and guaran-
tees fairness in decision-making procedures. The examination of table three reveals that the framework for responsible AI 
adoption in multinational corporations (MNCs) in Jordan comprises crucial pillars. These pillars include ethical development 
and utilization of AI, collaboration between humans and AI, training and awareness regarding ethics, compliance with regu-
lations, and the formulation of a long-term ethical strategy. The primary objective of this framework is to provide guidance 
to multinational corporations (MNCs) on the responsible integration of AI technology. It seeks to promote a culture that 
prioritizes ethical awareness and ensures that MNCs connect their AI practices with larger issues related to ethics, legality, 
and society. 
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8. Conclusion 

The study titled "Ethical Implications of Artificial Intelligence in Accounting: A Framework for Responsible AI Adoption in 
Multinational Corporations in Jordan" provides insights into the ethical concerns arising from the extensive utilization of AI 
technologies in accounting departments of multinational corporations (MNCs) in Jordan. This research highlights the need 
for a comprehensive framework to provide guidance to multinational corporations (MNCs) on the ethical use of artificial 
intelligence (AI), as well as the ethical concerns linked to the adoption of AI. In line with previous research, the findings of 
the current study support the conclusions reached by Issa et al. (2016) and Dai and Vasarhelyi (2016). 

Recommendations  

• Considering the research findings and the proposed framework for responsible use of AI in accounting among mul-
tinational corporations (MNCs) in Jordan, the following recommendations are put forth: 

• Multinational corporations (MNCs) ought to establish ethical review boards or committees that include a diverse 
range of experts from many disciplines, such as ethicists, data privacy specialists, AI researchers, and accounting 
professionals. These boards have the capacity to evaluate AI initiatives and analyze their prospective ethical ramifi-
cations prior to their execution. 

• It is recommended that multinational corporations (MNCs) offer thorough training on AI ethics to personnel who are 
engaged in the development, deployment, and decision-making processes of AI. The focal point of this training 
program should be the prioritization of responsible utilization of artificial intelligence, the cultivation of ethical de-
cision-making skills, and the development of an understanding about the existence of potential biases and discrimi-
natory practices (Svetlova, 2022). 

• Multinational corporations (MNCs) ought to give precedence to the use of AI models and algorithms that provide 
transparency and explainability. Gaining insight into the rationale behind decisions made by artificial intelligence is 
crucial in establishing credibility with stakeholders and upholding adherence to ethical standards. 

• Multinational corporations (MNCs) ought to engage in routine ethical assessments of AI systems inside their ac-
counting procedures to detect and address any instances of prejudice, violations of data privacy, or other ethical 
concerns. This practice aids in maintaining continuous adherence to ethical principles and standards. 

• Multinational corporations (MNCs) ought to adopt comprehensive data governance and security protocols in order 
to safeguard sensitive financial and personal information. It is imperative to ensure that data processing procedures 
are in accordance with the pertinent data privacy rules in Jordan. 
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