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 A time series is a stochastic process which is arranged by time simultaneously. In this article, a time 
series model is used in accordance with Box-Jenkins' procedure. The Box-Jenkins procedure consists 
in identifying the model, estimating the parameters and diagnostic checking. The time series model 
is differentiated according to the number of variables, i.e. univariate and multivariate. The univariate 
method for the time series model that is often used is the Autoregressive Integrated Moving Average 
(ARIMA) model and the multivariate time series model is the Vector Autoregressive Integrated 
Moving Average (VARIMA) model. In this research, we studied the ARIMA model which is studied 
with a non-constant error variance. In this case, the Autoregressive Conditional Heteroscedasticity 
(ARCH) model is applied to outgrow the non-constant error variance. Selection of the best model 
by examining the minimum AIC for each model. The ARIMA-ARCH model is implemented on 
rainfall data in Bandung city with Knowledge Discovery in Database (KDD) in Data Mining. The 
methodology in the KDD process, including pre-processing, data mining process, and post-pro-
cessing. Based on the results of model fitting, the best model is the ARIMA (2,1,4)-ARCH (1) model. 
The result of forecasting rainfall in Bandung shows a MAPE value is 11%, which has a similar 
pattern with actual data for short time 2-4 days. From these results, we conclude that the ARIMA-
ARCH model is a good model for forecasting the rainfall in Bandung city.   
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1. Introduction 
 
Climate events can be described as changes in the atmosphere over a long period of time. Climate parameters include rainfall, 
temperature, humidity, air pressure, etc. Climate change has the potential to affect areas of human life. The impact on the 
climate of the western region of Java is an increase of rainfall, which affects food centers or agriculture (BMKG, 2022). The 
rainfall changes are important to discuss because they influence food or agriculture in Bandung city. Rainfall prediction has 
been done by many researchers using various models and methods. Nayak et al. (2013) has done rainfall prediction with 
Artificial Neural Network (ANN) for nonlinear systems. A survey conducted shows that rainfall prediction has a better pre-
diction using ANN than traditional statistical methods. Mishra et al. (2018); Sahai et al. (2000) have done rainfall prediction 
using ANN with Northern India dataset. Lee et al. (1998) performed a rainfall prediction at 367 locations which divide and 
conquer each location into four sub-areas. RBF network (Neural Network) approach is used for two larger areas. Prediction 
in two smaller areas is used as a simple linear regression. Comparison between the two results shows that RBF has a good 
prediction. Many researchers have developed the Artificial Neural Network (ANN) model for rainfall prediction, including: 
The Multilayered Artificial Neural Network with back-propagation algorithm (Abhishek et al., 2012), a hybrid model with 
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Artificial Neural Network and Support Vector Regression (Chau & Wu, 2010), and the wavelet technique and Artificial Neural 
Network (Venkata et al., 2013). Another model used in the rainfall prediction is self-organizing map (SOM), backpropagation 
neural network (BPNN) and fuzzy rule systems (Wong et al., 2003). Toth et al. (2000) discuss the comparison of the rainfall 
prediction using two techniques such as autoregressive moving average (ARMA), Artificial Neural Network (ANN) and the 
non-parametric nearest-neighbours method. 

In this research, the rainfall arranged simultaneously by a time index is called time series. In this research, we studied a time 
series model which is the ARIMA model. The ARIMA model uses the Box-Jenkins procedure to carry out the application of 
the model. The ARIMA model assumes a constant error variance. In some phenomena, these assumptions are irrelevant be-
cause there is an error variance that is not constant. To treat the problem of non-constant error variance (heteroscedasticity), 
we used the Autoregressive Conditional Heteroscedasticity (ARCH) model (Engle, 1982). The application of the Hybrid 
ARIMA – ARCH model has been carried out to predict stock prices and gold price volatility. Yusof et al. (2013) used the 
ARIMA-GARCH hybrid model to forecast rainfall in Malaysia. Yan & Chen (2018) predicts China’s mobile marketing using 
the ARIMA-ARCH model. In this study, forecasting of climate phenomena in the city of Bandung city was carried out using 
the ARIMA-ARCH model. 

In this research, the data source used is the data from NASA satellite observation (POWER NASA) which is big data that has 
5 characteristics, including value, volume, variety, velocity, and veracity (Anuradha, 2015). Climate data collected on 
POWER NASA’s website have many climate variables and various locations. The methodology used is the KDD process in 
Data Mining for describing and predicting. Nikam & Meshram (2013) have done rainfall prediction using Bayesian approach 
with data mining technique. Based on the description above, this research is the ARIMA-ARCH model by means of the Data 
Mining approach to predict rainfall in Bandung city.  
 
2. Materials 

 
2.1. Data Mining 

Knowledge Discovery in Databases (KDD) is a process of finding patterns and relationships between variables in large data. 
The procedure in the KDD process in data mining is as follows (Han et al., 2012): 

 

Fig 1. KDD Process in Data Mining 

A. Pre-Processing 

Pre-processing data is the stage of processing raw data into data that is ready to be processed in the data mining process. Pre-
processing data includes: 

a. Data Cleaning is the process of cleaning all missing values and noisy data in the database. 
b. Data Selection is the process of selecting data and variables that can support research. 
c. Data Transformation is a process where data is transformed in several ways so that the data is in accordance with the 

mining process. 
d. Data Integration is combining and grouping data from different sources. 
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B. Data Mining Process 

In the data mining process, there are two steps: Mining Process and Pattern Evaluation. Mining Process is an important process 
that is carried out with many different techniques and algorithms to extract useful data patterns so as to obtain good output 
and answers. Pattern evaluation is a stage to obtain the final result of the mining process by identifying models and patterns. 

C. Post-Processing 

Knowledge Presentation is the last process by presenting the knowledge found through summarization and visualization tech-
niques. 

2.2. Time Series Model  

A time series is a sequential observation with the same time interval (Wei, 2006). Based on the number of variables, time-
series data analysis is divided into two, namely univariate time series and multivariate time series (Wei, 2006). One of the 
univariate stationary time series models is the Autoregressive Moving Average (ARMA) model and the univariate non-sta-
tionary time series model is the Autoregressive Integrated Moving Average (ARIMA) model. Meanwhile, the stationary 
model with a multivariate method is the VARMA model and the multivariate non-stationary model is the VARIMA model. 

2.2.1. Stationary Time Series Model 

Stationary data in the time series model are data that do not have a significant change. In general, a time-series data 𝑍(𝑡) is 
said to be stationary if: 

a. Mean: 𝐸 𝑍(𝑡) = 𝜇(𝑡) 
b. Variance: 𝑉𝑎𝑟 𝑍(𝑡) = 𝐸[𝑍(𝑡) − 𝜇(𝑡)] = 𝜎(𝑡)  
c. Covariance: 𝐶𝑜𝑣 𝑍(𝑡 ),𝑍(𝑡 ) = 𝐸[𝑍(𝑡 ) − 𝜇(𝑡 )][𝑍(𝑡 ) − 𝜇(𝑡 )] 

The statistical test used to determine whether it is stationary or not is the Augmented Dickey Fuller (ADF) test. 

2.2.2. Differencing Process 

According to Wei (2006), the differencing process is a process to overcome modeling of non-stationary data of the average 
by differentiating or reducing the value of the observation 𝑍(𝑡) with the value of the previous observation 𝑍(𝑡 − 1). A time 
series data that is not stationary can be carried out by a first-order differencing process with the following equation:  ∆= 𝑍(𝑡) − 𝑍(𝑡 − 1) (1) 

where ∆ represents the first difference series, 𝑍(𝑡) and 𝑍(𝑡 − 1) denote the observation values at time t and t-1, respectively.  

2.2.3. Autocorrelation Function and Partial Autocorrelation Function 

Autocorrelation function (ACF) and Partial Autocorrelation Function (PACF) can be used for identifying the univariate time 
series model (Wei, 2006). Basically, ACF and PACF are used to describe patterns that exist in a univariate time series. The 
ACF formula is: 

𝜌 = ∑ (𝑍(𝑡) − �̅�)(𝑍(𝑡 + 𝑘) − �̅�)∑ (𝑍(𝑡 + 𝑘) − �̅�) =  𝛾𝛾 ,𝑘 = 0,1,2, … 
(2) 

The formula for calculating PACF is: 

𝑃 = 𝐶𝑜𝑣 𝑍(𝑡) − 𝑍(𝑡) , 𝑍(𝑡 + 𝑘) − 𝑍(𝑡 + 𝑘)𝑉𝑎𝑟 𝑍(𝑡) − 𝑍(𝑡) 𝑉𝑎𝑟 𝑍(𝑡 + 𝑘) − 𝑍(𝑡 + 𝑘)  
 

(3) 

The process of identifying the time series model using ACF and PACF is presented in Table 1 as follows: 

Table 1  
Identify models using ACF and PACF 

Model ACF PACF 
AR(𝒑) dies down cut off after lag-𝑝 
MA(𝒒) cut off after lag-𝑞 dies down 

ARMA(𝒑,𝒒) dies down after lag  (𝑞 − 𝑝) 
dies down after lag  (𝑝 − 𝑞) 
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2.2.4. Autoregressive Integrated Moving Average Model (ARIMA) 

Autoregressive (AR) model is a time series model that shows the relationship of a random variable with itself at some previous 
time (lag) and is added to an error. The AR model for order 𝑝 is as follows: 𝑍(𝑡) = 𝜇 + ∑ 𝜑 𝑍(𝑡 − 𝑘) + 𝑒(𝑡),  (4) 

where 𝑒(𝑡) ~ 𝑁(0,𝜎 ). AR model for order 1/ AR (1) can be described as follows: 𝑍(𝑡) = 𝜑 𝑍(𝑡 − 1) + 𝑒(𝑡). (5) 

The AR (1) model which is not stationary, then the differencing process is carried out until the stationary data becomes the 
ARI (1,1) model. The ARI (1,1) model is stated as follows: 𝑌(𝑡) = 𝜑 𝑌(𝑡 − 1) + 𝑒(𝑡)   (6) 

where, 𝑌(𝑡) = 𝑍(𝑡) − 𝑍(𝑡 − 1), 𝑌(𝑡 − 1) = 𝑍(𝑡 − 1) − 𝑍(𝑡 − 2), and  𝑒(𝑡) ~ 𝑁(0,𝜎 ) (Wei, 2006). 

The Moving Average/MA (𝑞) model is shown by the equation below: 

𝑍(𝑡) = 𝜇 + 𝜃 𝑒(𝑡 − 𝑘) + 𝑒(𝑡) 
 

(7) 

where 𝑒(𝑡) ~ 𝑁(0,𝜎 ). The ARIMA model is a combination of the AR model and the MA model. The ARIMA model (𝑝,𝑑, 𝑞) 
is shown by the equation below: 

𝑍(𝑡) = 𝜇 + 𝜑 𝑍(𝑡 − 𝑘) + 𝜃 𝑒(𝑡 − 𝑘) + 𝑒(𝑡)    

(8) 

where 𝑒(𝑡) ~ 𝑁(0,𝜎 ) (Wei, 2006). 

2.2.5. Autoregressive Conditional Heteroscedasticity Model (ARCH) 

The ARCH model is a time series process with a zero mean and the conditional variance is not constant, but the unconditional 
variance is constant. ARCH model is a time series model that can model heteroscedastic properties (Engle, 1982). 

The ARCH (𝑚) model can be written in the following equation: ℎ = 𝜎 = 𝛼 + 𝛼 𝑒 + 𝛼 𝑒 + ⋯+ 𝛼 𝑒  (9) 

where ℎ ,𝛼  and 𝛼 ,𝛼 , … ,𝛼  are conditional variance at t, intercept and ARCH model parameters, respectively with 𝛼 >0 and 𝛼 ≥ 0 

2.2.6. Hybrid ARIMA-ARCH Model 

The ARIMA (𝑝,𝑑, 𝑞)-ARCH (𝑚) univariate model is expressed as follows: 

𝑍(𝑡) = 𝜇 + 𝜑 𝑍(𝑡 − 𝑘) + 𝜃 𝑒(𝑡 − 𝑘) + 𝑒(𝑡)𝑒(𝑡) = 𝜂 ℎ ,  𝜂 ~𝑖𝑖𝑑.𝑁(0,1) ℎ = 𝜎 = 𝛼 + 𝛼 𝑒 + 𝛼 𝑒 + ⋯+ 𝛼 𝑒  ⎭⎪⎬
⎪⎫

 

 

(10) 

2.2.7. Akaike’s Information Criterion (AIC) 

AIC is a criterion for selecting the best model by considering the number of parameters in the model (Wei, 2006). Selection of 
the best model based on the minimum AIC. AIC calculation can be done with the formula: 𝐼𝐶(𝑀) = 2𝑀 − 2 𝑙 𝑛[𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑], (11) 

where 𝑀 is the number of parameters in model. 
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2.2.8. Akaike’s Information Criterion Corrected (AICc) 

AICc is the corrected AIC calculated value. The use of the AICc value is better than the AIC value. The calculation formula 
is: 

𝐴𝐼𝐶𝑐 = 𝐴𝐼𝐶 + 2𝑀(𝑀 + 1)𝑛 −𝑀 − 1 , (12) 

where 𝑛 the number of observations (Akaike, 1973). 

2.2.9. Mean Percentage Error (MAPE) 

MAPE is the percentage of the average absolute residual price in each period divided by the actual value in that period. The 
MAPE calculation is expressed in the following equation (Wei, 2019): 

𝑀𝐴𝑃𝐸 = 1𝑁 𝑒(𝑡)𝑍(𝑡) 100% 
 

(13) 

where 𝑍(𝑡), 𝑒(𝑡) and 𝑁 are actual value of period -𝑡, error value of period -𝑡 and number of time series observations, respec-
tively. According to Lewis (1982) in Lawrence et al. (2009), the MAPE criteria in the level of forecasting accuracy are ex-
plained as follows: 

< 10% : very accurate forecasting ability 

10-20% : accurate forecasting ability 

20-50% : forecasting ability is quite accurate 

>50% : less accurate forecasting ability 

3. Methodology 

The research methodology follows the process of Knowledge Discovery in Databases (KDD) (Han et al., 2012) which goes 
through three stages of the process, including pre-processing, data mining process (using: ARIMA-ARCH Model), and post-
processing. The data mining function in this research is the description and prediction. The research methodology as shown 
in Fig 2. 

 

Fig 2. Research Methodology by Follow KDD Process 

3.1. Raw Data 

The data used in this research is the climate observation data on NASA satellites (NASA POWER) which is accessed online 
via https://power.larc.nasa.gov/data-access-viewer/. The climate data on POWER NASA consists of a wide variety of climate 
parameters across locations around the world. The climate data at POWER NASA is big data, so tools are needed to mine the 
data in order to obtain useful data. 

3.2. Data Pre-Processing 

Raw data from POWER NASA database goes through pre-processing with the following steps: 

a. Selected the climate parameters, in this research, we used rainfall parameters. 
b. Input latitude and longitude to select the location observed, we observed Bandung city. 
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c. Determine the observation date, from August 21, 2021 to March 1, 2022. 
d. Cleaning data from missing values/missing data. 
e. Divide the data into two parts, in-sample data 94% and out-sample data 6%. 

 
3.3. Data Mining Process 

The data mining process carried out in this research uses the ARIMA-ARCH model with the stages shown in Fig. 3: 

 

Fig 3. Data Mining Process using ARIMA-ARCH Model 

3.4. Post-Processing 

Visualization and interpretation of rainfall forecasting results in Bandung city which produces knowledge. 

4. Result and Discussion 

The ARIMA model in forecasting rainfall in Bandung city is carried out by following the Box-Jenkins procedures, namely 
identification model, parameter estimation, and diagnostic checking. In diagnostic checking the ARIMA Model, the assump-
tion of heteroscedasticity was tested on the ARIMA residuals. In overcoming the assumption of non-constant error variance 
(heteroscedasticity), modeling of the ARIMA residuals is carried out using the ARCH model. The parameter estimation of 
the Hybrid ARIMA-ARCH model is obtained to forecast rainfall in Bandung city. 

4.1.  Pre-Processing 

Data Mining approach is needed in this modelling with ARIMA-ARCH. The data used is sourced from rainfall data in Ban-
dung city with coordinate of latitude = -6.914846 and coordinate of longitude = 107.608238. The data is sourced from sec-
ondary data of the POWER NASA website. The data recorded with daily time intervals.  Table 2 shows the result of pre-
processing data for rainfall data in Bandung city. 

Table 2 
Data Pre-Processing for Rainfall in Bandung City 

Date Rainfall (mm) 
August 21, 2021 1.04 
August 22, 2021 0.76 
August 23, 2021 1.78 
August 24, 2021 1.07 
August 25, 2021 0.21 
August 26, 2021 0.12 
August 27, 2021 0.31 ⋮ ⋮ 
March 1, 2022 6.22 
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4.2.  Data Mining using ARIMA-ARCH Model 
 

4.2.1. Descriptive Statistics and Plot Data 

Rainfall data in Bandung city are plotted using RStudio. The plot results are shown in Fig. 4 Based on the plot, the climate 
data in Bandung City have an up and down trend. Descriptive Statistics show that the minimum value of the data is 0.11, 
maximum value is 189.83, and the mean of the data is 14.85. 

 

Fig 4. Plot Time Series for Rainfall Data in Bandung City 

4.2.2. Stationary Data Test 

Stationary test of rainfall data was carried out using the Augmented Dickey Fuller (ADF) test through RStudio. Table 3 shows 
the results of the ADF test on rainfall data in Bandung city. Based on the table, it can be seen that 𝑝-value = 0.1191 > 0.05 so 
that it is concluded that the data is not stationary, then by doing differencing once, it is obtained 𝑝-value = 0.01 <0.05 so that 
it can be concluded that the data is stationary. 

Table 3 
ADF Test for Stationary Data 

Before Differencing After Differencing 𝜌-value Conclusion 𝜌-value Conclusion 
0,1191 Non-Stationary 0,01 Stationary 

 

Fig. 5 shown the time series plot of rainfall data in Bandung city which has a first order differencing. It can be seen that the 
rainfall data is stationary by average.  

 

Fig 5. The Plot Time Series Data with First Order Difference 

4.2.3. ACF and PACF Plots 

Initial identification of the ARIMA model was carried out using ACF and PACF plot(s) calculated using Eqs .(2-3). The 
model is identified from the results of the ACF and PACF plot(s) by the criteria in Table 1. Fig. 6 shows the ACF and PACF 
plot(s) on the in-sample data. The ACF and PACF plots show a dies-down pattern, so the initial assumption of the model is 
the ARIMA model with a first order difference. 

 

Fig 6. ACF and PACF Plots 
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4.2.4. ARIMA Model Identification 

Based on the results of the ACF and PACF plots, a trace is carried out to see if ARIMA models can be used. Table 4 shows 
the ARIMA model obtained along with the AICc value calculated by equation (12). The best model selection is done by 
selecting the model with the minimum AICc value. Based on the result, the ARIMA (2,1,4) model was selected as the best 
model and then parameter estimation was carried out. 

Table 4 
Identification Model 

Model AICc Value Model AICc Value 
ARIMA(0,1,0) 1699.374 ARIMA(2,1,2) 1651.25 
ARIMA(0,1,1) 1684.684 ARIMA(2,1,3) 1649.092 
ARIMA(1,1,1) 1652.568 ARIMA(2,1,4) 1641.344 
ARIMA(2,1,0) 1687.666 ARIMA(3,1,1) 1652.433 
ARIMA(2,1,1) 1649.232 ARIMA(3,1,4) 1643.984 

 

4.2.5. Estimation Parameter for ARIMA Model 

The selected model is based on the information criteria, then parameter estimation is carried out. Table 5 shows the results of 
the parameter estimates for the ARIMA (2,1,4) model on rainfall data in Bandung city. 

Table 5 
Result of Estimation Parameter for ARIMA (2,1,4) Model 

Coefficients ar1 ar2 ma1 ma2 ma3 ma4 
Estimates 0.5403 -0.7908 -0.9565 0.7215 -0.3622 -0.3055 

S.E 0.1094 0.1088 0.1328 0.1542 0.0996 0.0892 
 

4.2.6. LM-Test for ARCH Effect  

Lagrange multiplier (LM) test is used to see the error variance in the ARIMA model. The LM test for ARIMA residuals are 
given in Fig. 7 and Table 6. Based on Fig. 7, the residual and square residual have non-constant error variances. Then it was 
clarified again through the LM test which showed the 𝑝-value < 0.05. So, it is concluded that the residual ARIMA model 
contains ARCH effects. 

Table 6 
ARCH LM Test for Residual ARIMA (2,1,4) Model 

Order LM 𝒑-value 
4 141.2 0.00e+00 
8 44.5 1.74e-07 

12 27.6 3.66e-03 
16 19.1 2.09e-01 
20 14.4 7.59e-01 

  

 

Fig 7. LM-Test for Residual ARIMA (2,1,4) Model 

4.2.7. Parameter Estimation for ARIMA-ARCH Model 

The parameter estimates for the ARIMA (2,1,4) and ARCH (1) models for rainfall data in Bandung city are shown in Table 
7. The standardization residual test is presented in Table 8. Based on the results of the LM-test in Table 8, it can be seen that  
there is no ARCH effect on the residual ARIMA (2,1,4)-ARCH (1) model with 𝑝-value = 0.78 > 0.05. 
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Table 7  
The Result of Parameter Estimation for ARIMA-ARCH Model 

Coefficient(s) Estimate Std. Error t value 
ar1 0.13681 0.13936 0.982 
ar2 -0.54242 0.11421 -4.749 
ma1 -0.58713 0.09692 -6.058 
ma2 0.31558 0.12072 2.614 
ma3 0.30132 0.08228 -3.662 
ma4 -0.39125 0.04569 -8.563 

alpha1 1.00000 0.33837 2.955 
 

Table 8  
Standardized Residual Tests 

Test(s) Residual Statistics 𝒑-value 
Ljung-Box Test R 11.49596 0.3202041 
Ljung-Box Test R2 7.976963 0.6310872 
LM ARCH Test R 8.061777 0.7802843 

 

4.2.8. Diagnostics Checking 

Next, diagnostic checking is carried out to see whether the model assumptions have been met or not. The Q-Q plot is shown 
in Fig. 8 Based on the results of the plot, the residual forecast results are close to the normal distribution. And the results of 
the error test using the Ljung-Box have a 𝑝-value of more than 5% (0.05). This means that the forecasting results in Bandung 
city have uncorrelated errors. 

 

Fig. 8. Q-Q Plot of ARIMA-ARCH Model 

 
 
Table 9  
Forecasting using ARIMA-ARCH Model 

Actual Forecast Error 
5.96 5.503478 0.4565218 
4.95 4.563255 0.3867452 
6.25 5.017553 1.2324469 
6.22 6.780652 -0.5606518 

MAPE 11.0514% 
 

 

4.3. Post-Processing 

Rainfall forecasting using the ARIMA-ARCH model is applied for forecast the next four days. Table 9 shows the actual data, 
forecast result, and error. The accuracy of the model in forecasting is calculated using MAPE based on Eq. (13). MAPE results 
are 11%, which shows good forecasting results. 

5. Conclusion 

This paper discusses rainfall forecasting in Bandung city through the ARIMA-ARCH model in terms of overcoming the 
assumption of an error variance that is not constant. The methodology of the research follows the KDD Data Mining process. 
The data mining process uses the Hybrid ARIMA-ARCH model following the Box Jenkins procedure. Based on the stages of 
the research conducted, the results show that the forecasting of rainfall in Bandung city only satisfied for a short term i.e. for 
the next four days. It still has a good result for forecasting because it has a small MAPE, which is 11%.  
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