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 Internet Shopping Optimization Problem (ISOP) is the application of optimization to online 
shopping activities of all complexity. The ISOP is useful for consumers in minimizing the cost of 
purchasing goods. This paper presents a bibliometric analysis of peer-reviewed papers based on 
ISOP topics by utilizing the R application program in the mapping. Overall, 101 papers (233 authors) 
in the Scopus database have used ISOP topics with research growth of 11.61% annually. The 
researcher presents a network of citations from productive authors, the impact of research, trends in 
terms that have been used, and shows a collaborative network of citations. Finally, the researcher 
presents the thematic analysis of the papers that apply the ISOP as a research topic and shows how 
the research forms clusters based on analytical solutions and numerical simulations that generate 
suggestions in finding the latest topics in the ISOP study. Another target for this paper is to produce 
review analysis results through Preferred Reporting Items for Systematic reviews and Meta Analyses 
(PRISMA). Through bibliometric and PRISMA analysis, it was found that the latest method in 
completing ISOP optimization is the ARC method. The ARC method in the ISOP is still little 
published among researchers in the world. 
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1. Introduction 
 

Smartphone users continue to grow from time to time in line with the increase in people's online shopping activities. The rise 
of online shopping activities based on the internet has led to new studies in the field of optimization research. The research is 
optimization on (ISOP). Research that examines online shopping has continued to increase in the last 10 years. In total, 101 
papers have been published in the Google Scholar and Scopus databases. The development of research on topics related to 
ISOP from year to year continues to increase. The increase in the number of studies indicates that the existing paradigm in 
the ISOP is increasingly complex and broad, resulting in researchers' interest in discussing it. Based on the search, there is the 
first research publication entitled Tabu Search Part I written by Glover (1989) in the ORSA Journal on Computing in 1989. 
The paper presents the basic principles underlying taboo search as a way to solve combinatorial optimization problems. Tabu 
Search is an efficient way of dealing with classic problems such as traveling salesman optimization and graph coloring 
problems. Furthermore, in the last 10 years Tabu Search has been used to complete solutions for ISOP optimization. ISOP is 
an optimization topic in online shopping activities that minimizes purchase costs with all their complexities. Research on the 
topic of ISOP continues to emerge and experience good development when viewed from a variety of studies. The most recent 
method used in dealing with ISOP is the Adjustable Robust Counterpart (ARC) method (Chaerani et al., 2021). Referring to 
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the research of Chaerani et al. (2021), that the ISOP with a model involving uncertainty parameters can be considered as a 
Maximum Flow Problem with Circular Demand (MFP-CD), which assumes the uncertainty problem into a polyhedral set. 
 
This research uses a bibliometric analysis method that collects ISOP-themed papers. The next section will describe the 
materials and methods used for comprehensive analysis in this research. Then, in Section 3, the researcher summarizes the 
data of all the papers on the ISOP, including the PRISMA analysis, a summary of scientists working in this field, a summary 
of the most productive researchers and their collaborations, a citation pattern that shows the impact of the authors, summary 
of keywords and their relevance to other topics, research topic trends, and finally the state of the art ISOP topics are shown. 
The relationship with other topics presented, aims to find a research gap that can be used as a novelty in making further 
research. The last section, Section 5, is the closing section in the form of conclusions and suggestions that can reflect this 
research.  

2. Materials 

2.1 Internet Shopping Online Optimization Model 
 

The simple ISOP model was first discussed by Błazewicz et al. (2010), who studied optimization by minimizing online 
shopping costs. Minimized costs based on the purchase price and delivery costs of 6 types of books available from 6 online 
stores. The purchase price and the cost of delivery of the goods are modeled in a single objective function. The method used 
in determining the best solution in this research, namely Shop-Enum & Product-Enum Algorithm. Then, Chung (2017) 
developed an ISOP model that minimizes costs (including the price of goods and their costs) and minimizes delivery time. 
The cost function and delivery cost are shown in two objective functions, which are as follows. 
 

min ,ij ij j j
i j j

p x f w+   ( 1 ) 

,
min max ij iji j

d x  ( 2 ) 

. 1, 1,..., ,ij
j

s t x i n= ∀ =  ( 3 ) 

, 1,..., ,;ij j
j

x nw j m≤ =  ( 4 ) 

, {0,1}.ij ijx w ∈  ( 5 ) 

The variable becomes a binary decision variable whose value is one if product i is selected from Store j, and when the value 
is zero, then the product is not selected to be purchased. The variable becomes a binary decision variable that represents the 
presence or absence of delivery costs in store j. The objective function (1) is to minimize costs in the form of product prices 
and delivery costs. The objective function (2) means that it will minimize the delivery time of all products. Constraint (3), 
means that all products to be purchased must be selected from available stores. Constraint (4), shows the amount of delivery 
costs is fixed on the purchase of several products in the same store. Constraint (5), meaning that the decision variable is binary. 
 
2.2 Adjustable Robust Counterpart Methodology 

Robust Optimization (OR) is a method to find a solution to the problem of Robust optimization of data uncertainty in 
parameters, where the uncertainty exists in an indeterminate set (Ben-Tal & Nemirovski, 2002). Most research on OR focuses 
on static settings, where all decisions have to be made beforehand into the actual realization of indeterminate data. Chen and 
Zhang (2009) call this uncertainty as primitive uncertainty. The uncertainty arises when a dynamic and diverse data will be 
estimated. The data of uncertainty is for example data on estimated number of requests, travel time, production costs and 
various other data estimates. 

Bertsimas and Tsitsiklis (1997) provide a general model of the linear optimization problem as follows. 

 𝑚𝑖𝑛𝑥 𝑐 𝑥:𝐴𝑥 ≤ 𝑏 , ( 6 ) 

where 𝑐 ∈ ℝ , 𝑥 ∈ ℝ ,𝐴 ∈ 𝑀 , (ℝ), 𝑏 ∈ ℝ . 

Next, given the general indeterminate form of the linear optimization problem in Eq. (6). Indeterminate general form of linear 
optimization in Eq. (6) is obtained by assuming all parameters (𝑐,𝐴, 𝑏) are not known with certainty (indeterminate), but are 
in an indefinite set of primitives U. Primitive in this case means that it has not been determined what the 𝒰 set is. Based on 



Mahrudinda et al. / International Journal of Data and Network Science 6 (2022) 583

the existence of these primitive sets, Ben-Tal et al. (2009) formulate the following form Eq. (6) to be Eq. (7). 𝑚𝑖𝑛𝑥 𝑐 𝑥:𝐴𝑥 ≤ 𝑏 |(𝑐,𝐴, 𝑏) ∈ 𝒰 , ( 7 ) 

The assumptions about the Robust optimization form are described as follows: 
 

A.1  All decisions on the variable 𝑥 ∈ ℝ  represent “here and now” decisions. That is, all decision variables are decided 
simultaneously before the actual data appears. 

A.2  The decision maker is solely responsible for the consequences of the decision to be made when the parameters are in 
the primitive indeterminate set 𝒰. 

A.3  Constraints contained in Robust Optimization problems are “hard”. That is, all existing constraints must not be violated 
even if the parameters used are in the primitive indeterminate set 𝒰. 

In addition to these basic assumptions, without losing their generality, in the study by Yanıkoğlu et al. (2019) it is assumed 
that the objective function is definite, the constraint with a definite right side, 𝒰 is compact and convex, and the uncertainty 
is defined as constraint-wise. The four assumptions above are further described in the following explanation: 
E.1  Suppose the objective coefficient (𝑐) is indeterminate and (say) this coefficient is in the uncertainty set 𝐶 then, 
 𝑚𝑖𝑛𝑥     𝑚𝑎𝑥𝑐 ∈ 𝐶 𝑐 𝑥:𝐴𝑥 ≤ 𝑏  ∀𝐴, 𝑏 ∈ 𝒰 , ( 8 ) 

Then raise an additional variable 𝑡 ∈ 𝑅, the problem can be reformulated so that it is equivalent to: 
 𝑚𝑖𝑛𝑥, 𝑡 𝑡: 𝑐 𝑥 − 𝑡 ≤ 0  ∀𝑐 ∈ 𝐶,𝐴𝑥 ≤ 𝑏  ∀𝐴 ∈ 𝒰 , ( 9 ) 

 
which is the objective function to be definite. 
 
E.2  Parameters on the right side of b are deterministic. If there is uncertainty on the right-hand side of the parameter, then 

the problem can be formed in such a way that the uncertainty does not exist on the right-hand side but appears in the 
constraint function. 

According to the model in problem (8), there is uncertainty in the right-hand side parameter 𝑏. Next, add the variable 𝑥  on 
the right hand side, where 𝑥 = 1, so we get: 
  𝑚𝑖𝑛𝑥, 𝑡 𝑡: 𝑐 𝑥 − 𝑡 ≤ 0  ∀𝑐 ∈ 𝐶,𝐴𝑥 ≤ 𝑏𝑥 , 𝑥 = 1  ∀𝐴 ∈ 𝒰 , ( 10 ) 𝑚𝑖𝑛𝑥, 𝑡 𝑡: 𝑐 𝑥 − 𝑡 ≤ 0  ∀𝑐 ∈ 𝐶,𝐴𝑥 − 𝑏𝑥 ≤ 0, 𝑥 = 1  ∀𝐴 ∈ 𝒰 , ( 11 ) 

it can be seen that the right hand side of problem (11) no longer contains uncertainty. 
 

E.3  The set of uncertainty 𝒰 is a set of convex hull which is symbolized “conv(𝒰)”. Conv(𝒰) is the smallest convex set 
containing 𝒰, so that the indeterminate parameter appears linearly within the constraint. 

E.4   Robustness to 𝒰 can be formulated constraint-wise. That is, the robustness of the robust optimization problem can be 
seen in each constraint. 

Based on the assumptions of E.1, E.2, E.3, and E4 it can be concluded that the model of an indeterminate linear optimization 
problem can always be formed into a definite linear optimization problem that only contains uncertainty in the constraint 
function only. These assumptions are used in the Robust Optimization approach to eliminate uncertainty in uncertain problems 
so that a single deterministic problem is obtained, which is called Robust Counterpart. 

Working with assumptions E.1 and E.2, then all the uncertainties that exist in the model can be collected in the constraint 
matrix A. Therefore, all Robust Optimization problems can be reformulated into: 
 𝑚𝑖𝑛𝑥 𝑐 𝑥:𝐴𝑥 ≤ 𝑏 |𝐴 ∈ 𝒰 , ( 12 ) 

where 𝑥 ∈ ℝ , 𝑏 ∈ ℝ , 𝒰 is a primitive indefinite set and A is a matrix of size (𝑚 × 𝑛), 𝐴 ∈ 𝒰. If we assume 𝑐 ∈ ℝ  and 𝑏 ∈ ℝ are definite, then reformulation (12) is generally referred to as Robust Counterpart (RC), which is formulated as 
follows: 
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 𝑚𝑖𝑛𝑥 𝑐 𝑥:𝐴( 𝜁)𝑥 ≤ 𝑏 | 𝜁 ∈ 𝑍 , ( 13 ) 

where 𝐴( 𝜁) is the affine function and 𝑍 ⊂ ℝ represents the user-defined set of primitive uncertainties. A solution 𝑥 ∈ ℝ  is 
said to be robust feasible if it satisfies the indeterminate constraint [𝐴( 𝜁)𝑥 ≤ 𝑏] for all realizations of ζ ∈ Z. Considering the 
uncertainty assumption in the constraint-wise Robust Optimization according to E.4, the problem model in (13) can be focused 
on a single constraint. A single constraint of the problem (13) can be expressed in Eq. (14) as follows: 
 

,( ) ,  T x ba Pζ ζ+ ∀ ∈≤   ( 14 ) 

where (𝑎 + 𝑃𝜁) is an affine function over the primitive indeterminate parameter, 𝜁 ∈ , 𝑎 ∈ ℝ , and 𝑃 ∈ 𝑀 , (ℝ). 

Multi-stage optimization modeling on the first assumption [A1] of the OR paradigm, i.e. the decision is here-and-now. For 
example, the issue of the number to be produced by a factory next month is not a here-and-now decision, but a wait-and-see 
decision which will be decided based on the number of goods sold this month. Therefore, some decision variables can be 
adjusted at a later time according to a decision rule, which is a function of (partially or completely) the uncertainty of the data. 
These problems are included in the adjustable RC with the following formulation: 
 𝑚𝑖𝑛𝑥,𝑦 𝑐 𝑥:𝐴( 𝜁)𝑥 + 𝐵𝑦(𝜁) ≤ 𝑏   ∀ 𝜁 ∈ 𝑍 , ( 15 ) 

where 𝑥 ∈ ℝ  is the first-step here-and-now decision made before 𝜁 ∈ ℝ is realized. Next, 𝑦 ∈ ℝ  represents the second-
stage wait-and-see decision that can be adjusted according to the actual data, and 𝐵 ∈ ℝ ×  represents the specified 
coefficient matrix. According to Yanıkoğlu et al. (2019) the following the ARC procedure in its application.  

 
Fig. 1.  ARC implementation procedure 
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Since it is difficult to optimize more than one set of functions, the RO field began to use parameterized function optimization, 
where the search space is often limited to the following affine functions according to (Yanıkoğlu et al., 2019) and discussed 
in (Chaerani et al., 2021): 𝑦( 𝜁) = 𝑦 + 𝑄𝜁, ( 16 ) 

Parameters 𝑦 ∈ ℝ  and 𝑄 ∈ ℝ ×  decision rule coefficients that must be optimized. Furthermore, by substituting equation 
(16) into the form (15), the Affinely Adjustable Robust Counterpart (AARC) form is obtained as follows: 
 𝑚𝑖𝑛𝑥,𝑦 ,𝑄 𝑐 𝑥:   𝐴( 𝜁)𝑥 + 𝐵𝑦 + 𝐵𝑄𝜁 ≤ 𝑏   ∀ 𝜁 ∈ 𝑍 , ( 17 ) 

AARC are linear in the optimization variables and indeterminate parameters. The optimal solution (𝑥, 𝑦 ,𝑄) contains the 
decision variable x (here-and-now) which can be implemented immediately, and also the coefficient for calculating y(ζ) 
according to (16) as soon as ζ is observed. 
 

2.3 Adjustable Robust Counterpart for Internet Shopping Online Problem 

The most recent ISOP  was then discussed by (Chaerani et al., 2021) who provided further solutions to the ISOP problem 
from Chung's research (Chung, 2017). Chaerani et al. (2021) used the adjustable robust counterpart (ARC) method in 
formulating the objective function into several constraints. The complete formulation of the ISOP model from the research of 
(Chaerani et al., 2021) is: 

min ,ij ij j j
i j j

p x f w+   ( 18 ) 

. 1, 1,..., ,ij
j

s t x i n= ∀ =  ( 19 ) 

, 1,..., ,ij j
j

x nw j m≤ =  ( 20 ) 

, 1,..., ,ij ijd x t i n≤ =  ( 21 ) 
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x xd d y t+ − ≥  ( 22 ) 
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0, , ,T
ij ij ij ij kz d w p y i j k− − ≤ ∀  ( 24 ) 

,T T
k k ij ijD y p w=  ( 25 ) 

,T
k kD y Q=  ( 26 ) 

1,ijw =  ( 27 ) 

, 0,z ky y ≥  ( 28 ) 

0, , , 0,ijz i j t≥ ∀ ≥  ( 29 ) 

, {0,1}.ij ijx w ∈  ( 30 ) 
  
Constraints (21)-(30), are formulated from the objective function (2) which contains an element of uncertainty. The uncertainty 
problem is seen as the Maximum Flow Problem with Circular Demand (RMFP-CD). The uncertainty problem of maximum 
delivery cost ( maxd ) is categorized as a polyhedral uncertainty set (for more details, see (Chaerani et al., 2021)). The 
completion of the ISOP model with the ARC involves an integer variable y, so the model can be solved as a two-stage robust 
optimization problem. One alternative procedure for solving two-stage robust linear integer programming problems is the 
Benders Decomposition method (Billionnet et al., 2014). 
 
3. Methods 

The literature review was carried out using the Preferred Reporting Items for Systematic reviews and Meta Analysis 
(PRISMA) as discussed by Moher et al. (2009). PRISMA provides a structured and systematic guide in conducting a 
systematic literature review (Stovold et al., 2014). The next analysis is using a complete bibliographic analysis of all the 
papers ever published on ISOP. The author only searches for research in the form of peer-reviewed journal papers by searching 
the Google Scholar and Scopus databases using the open source Publish or Perish application. Search all papers including 
search terms using quotation marks to ensure that all terms are searched simultaneously. The search keywords used are 
“Internet Shopping Optimization” OR “Internet Shopping Optimization” OR “Internet Shopping Online”. The analysis 
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includes all titles and abstracts of English papers. After the search is complete, all metadata is saved in bibtex or CSV format 
for use in the analysis phase. Then the data were analyzed using the open source R Programming software (Urbanek et al., 
2014) using the bibliometrix package (Aria & Cuccurullo, 2017). The package is able to produce a lot of bibliographic 
information for each paper so that it can be analyzed and manipulated for scientific mapping (Aria & Cuccurullo, 2017; 
Templeton, 2020). 

4. Results 

4.1. PRISMA Analysis 
 
The first stage in PRISMA is identification, which is a search for research articles published in peer-review on the Scopus and 
Google Scholar databases using the open source Publish or Perish application. The search keywords used are “Internet 
Shopping Optimization” OR “Internet Shopping Optimization” OR “Internet Shopping Online”. The second stage is 
Screening, the articles obtained are then selected according to four criteria, namely: (1) full-text articles (peer-reviewed 
papers), (2) article manuscripts in English, and (3) article manuscripts published by journals. Furthermore, at the Eligibility 
stage, there is a selection of articles based on topics that match the desired research criteria. This stage is carried out twice in 
succession, namely selection of eligibility for the title and abstract, then selection of eligibility for full-text articles as a whole 
in each article. So that in the last stage, namely the included stage, a number of articles were obtained that will be used as 
literature reviews. The summary of the PRISMA flowchart on the ISOP topic is shown in the following figure. 
 

 
Fig. 2.  PRISMA Flowchart of ISOP model 

Through a literature search with the keyword ISOP, 101 articles were identified. Then, the 101 identified articles were selected 
at the screening stage. At the screening stage, 24 articles were eliminated because they did not qualify as English articles, as 
peer-reviewed articles, and as articles published by journals. The selection at the screening stage leaves 77 articles which will 
then be selected based on the Eligibility stage. Eligibility for titles and abstracts were selected as many as 22 articles and 25 
other articles were eliminated because the titles and abstracts did not match the criteria for the topic of discussion. While the 
eligibility for full-text papers was selected 15 articles and 7 other articles were eliminated because the content of the 
manuscript did not match the criteria for the topic of discussion. The final result, in the Included stage, 15 papers were obtained 
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which were then used as analysis material for literature review. 

4.2. Paper Publication Summary 

This section shows the number of papers on ISOP that have been published. The collected papers are counted until 2021, there 
are 101 papers. The number of papers published every year increases exponentially at a fairly high rate of 11.61%. This shows 
that the field of research that focuses on this topic has developed quite well (Fig. 3). ISOP topics began to develop in 2002, 
and the highest occurred in 2016 and 2017. 

 
Fig. 3.  Growth of papers on ISOP in Google Scholar and Scopus Databases 

The following is the main information on research data processing related to ISOP obtained from R-studio programming. 
 

Table 1 
Main information of Papers on ISOP 
MAIN INFORMATION ABOUT DATA 

Timespan                1989 : 2021  
Sources 84  
Documents    101 
Average years from publication                             6.71 
Average citations per documents        186.7  
Average citations per year per doc 7.805 
References 1 

Based on Table 1, it can be seen that as many as 84 journal publishers have contributed in publishing 101 documents, with an 
average of 186.7 citations per document. 

4.3. The Most Produtive Authors 

This section provides information about prolific authors who use ISOP reviews. Overall, 233 authors have covered this topic 
in their research. A total of 21 authors are single authors and as many as 212 authors consist of Authors and Co-Authors, 
which can be seen in detail in Table 2. 
 
Table 2 
Author Related to ISOP papers 

AUTHORS 
Authors                                233 
Author Appearances                269 
Authors of single-authored documents   21 
Authors of multi-authored documents    212 

AUTHORS COLLABORATION 
Single-authored documents              23 
Documents per Author                   0.433 
Authors per Document                   2.31 
Co-Authors per Documents               2.66 
Collaboration Index                    2.72 

The author's focus is very large in conducting research on the topic of ISOP. The author who is most interested in this topic is 
Blazewicz J, who has published 9 papers, and in second place is Musial, who has published 7 papers (Fig. 4). 
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Fig. 4.  The Most Produtive Authors about ISOP Topic 

Blazewicz has been writing on related topics throughout 2010-2020. Starting from (Błazewicz et al., 2010) which discusses 
ISOP by minimizing the cost of purchasing goods using the Shop-Enum & Product-Enum Algorithm method. Furthermore, 
several other studies were published by developing ISOP topics that paid attention to other things such as discounts, delivery 
costs, buyer ratings, and others. Looking at the productivity of Authors from year to year, Blazewicz and Musial rank at the 
top with a frequency of 16 papers during 2010-2020 (Fig. 5). 

 

 
Fig. 5.  Top Author Productivity Over Time 

 
Fig. 6.  Collaboration Among the 30 most Productive Authors 

Fig. 6 showcases a diverse collaborative network of 30 of the most prolific Authors. Many different colors indicate many 
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clusters are formed. Many of these clusters indicate that the level of productivity of the authors is still lacking in forming 
collaborations with other Authors. 

4.4. Research Citation Pattern 

This section analyzes the citation pattern of papers on ISOP. To date, a total of 18860 papers on this topic have been cited. 
The 20 most cited papers on this topic are shown in Table 3. Glover F's research received the highest number of citations 
because it was the earliest published research and the most basic in discussing optimization leading to ISOP optimization. Fig. 
7 shows that the highest impact based on the H-index is a research paper written by Blazewicz J. This means that although it 
is classified as a new research, the quality is very good. 
 
Table 3 
Top Ten Most Cited Authors 

Author Total Citations 
Glover F 14916 
Forsythe Sm 1968 
Shi B 1968 
Tong X 241 
Card Ja 184 
Chen Cy 184 
Cole St 184 
Dennis C 176 
Jayawardhena C 176 
Morgan A 176 
Wright Lt 176 
Faqih Kms 148 
Jimenez N 138 
Prodanova J 138 
San-Martin S 138 
Bannister F 108 
Connolly R 108 
Hantula Da 93 
Smith Cl 93 
Blazewicz J 90 

 
Fig. 7.  Author Impact Based on H-Index 

4.5. Main Research Themes 

This section describes a conceptual analysis based on the main research themes that discuss ISOP. This analysis uses the 
Louvain cluster method (Blondel et al., 2008), which is a simple, efficient and easy-to-apply method to identify objects in a 
large network. This method introduces a community hierarchy and makes it possible to find sub-communities, sub-sub-
communities, and so on. This method is the most widely used to detect data in large networks. The terms used in the writing 
of the ISOP paper are divided into 5 clusters. The term “ISOP” itself belongs to the orange cluster in Fig.8. The terms contained 
in the cluster are closely related to the terms in the largest blue cluster. The term that is most closely related to other words is 
"Internet Shopping". The term is an activity that is the object of research that is always connected to other clusters except the 
green cluster. Green clusters become new research opportunities if researchers can come up with new terms that can connect 
with other clusters. 
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Fig. 8.  Clusters of Term Based on Louvain's Method 

The next analysis uses term mapping based on the frequency of word trends used in all ISOP papers. Based on Fig. 9 we can 
find out the trend of the mapped terms based on each year. We can see that in 2015-2017 the most popular topics were 
discussing topics related to “internet”, “shopping”, and “Online”. Shifted in the next three years the topic began to be 
associated with the word “Pandemic”. That is, online shopping activities during the Covid-19 pandemic began to be raised as 
a new topic. 
 

 
Fig. 9.  Trend Topic terms on ISOP Paper 

4.6 State of the art for ARC-ISOP 
 
State of the art on the topic of ISOP obtained based on PRISMA analysis, there are as many as 15 papers. These papers are 
research that really focuses on discussing the depth of the ISOP model. ISOP topics that are discussed from time to time are 
always developing based on the model that is formed and the method used in solving it. The most complicated and difficult 
part in getting the final solution in ISOP research is when creating an ISOP model resulting from optimization problems 
involving parameters of uncertainty. Research involving indeterminate parameters has recently been carried out by Chaerani 
et al. (2021) and Chung (2017). 
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Table 4 
State of the art for ISOP 

Research Year Focus Parameter 
Uncertainty 

Methods 

(Błazewicz et al., 2010) 2010 ISOP Optimization No Shop-Enum  &  Product-Enum Algorithm 

(Blazewicz et al., 2014) 2014 ISOP Optimization with sensitive 
discounts  

No Branch and Bound (BB) 

(Jedrzej Musial et al., 
2014) 

2014 ISOP Optimization with sensitive 
discounts 

No Greedy Algorithm (GA), Forecasting 
Algorithm (FA), Cellular Processing 
Algorithm (CPA), MinMin Algorithm, BB 

(LÓ Pez-Loc ÉS et al., 
2015) 

2015 ISOP Optimization No  Tabu Search (TS) algorithm 

(Lopez-Loces et al., 
2016) 

2015 ISOP Optimization No  Heuristics Method (HM) 

(J. Musial et al., 2016) 2016 Comparison of ISOP Optimization Method 
Error Values with sensitive discounts 

No GA, CPA, MinMin, BB 

(Blazewicz et al., 2016) 2016 ISOP Optimization with sensitive 
discounts 

No  New Heuristic: New Forecasting 

(Jedrzej Musial & 
Lopez-Loces, 2017) 

2017 ISOP Optimization with sensitive 
discounts 

No (GA) 

(Sadollah et al., 2017) 2017 ISOP Optimization with sensitive 
discounts 

No GA, Harmony Search (HS) Algorithm, Water 
Cycle Algorithm (WCA) 

(J. B. Chung, 2017) 2017 ISOP with Delivery Time Constraints Delivery Time 
Constraints 

Optimal Pareto Method, Heuristics Method 

(J. Chung & Choi, 
2017) 

2017 ISOP Optimization with Pairwise 
discounts 

No  Bundle Search Method 

(Józefczyk & 
Ławrynowicz, 2018) 

2018 ISOP Optimization with sensitive 
discounts 

No TS, Simulated Annealing (SA) 

(Sayyaadi et al., 2019) 2019 ISOP Optimization No WCA 

(Verma et al., 2020) 2020 ISOP Optimization No GA 

(Chaerani et al., 2021) 2021 ISOP with Uncertain Delivery Time Delivery Time 
Constraints 

ARC 

5. Discussion: ARC method in solving ISOP 

The conceptual analysis of terms using the Louvain method presented in Fig. 8 shows that there are 5 clusters. Cluster 1 
includes discussions centered on the topic of online shopping/ internet shopping/ e-commerce/ e-shopping which is connected 
with other terms in the form of complex topics in it. Several keywords in the cluster, namely algorithms, Combinatorial 
Algorithms, Computational Algorithms and Optimization, are directly related to keywords in Cluster 2, such as "Internet 
Shopping Optimization Problem", "Tabu Search", "Genetic Algorithm" and "Heuristics" (see Fig. 8). This means that "Internet 
Shopping" with the goal of "Optimization" (in Cluster 1), is packaged in Cluster 2 as the topic of "Internet Shopping Optimi-
zation Problem" using Tabu Search, Genetic Algorithm and Heuristics methods as the solution method. While in Cluster 3, 4, 
and 5, it is a study of other fields that are completely unrelated to the topic of Optimization. 
 
Table 5 
The Most Popular Keyword 

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 
internet shopping age electronic commerce advertising ecm 
consumer behavior gender business and 

economics 
business expectation-confirmation 

theory 
online shopping shopping customer services channel tam 
trust heuristics fast food industry demographics technology acceptance model 
e-commerce internet shopping optimization 

problem 
online sales marketing adoption 

algorithms online shopping recommendation product development multidimensional 
scaling 

intention 

combinatorial 
algorithms 

tabu search san francisco 
california 

slowdown online customer behaviour 

computational 
complexity 

internet social networks total cost repurchase 

optimization genetic algorithm united states--us virtual channel 
 

online consumer 
behavior 

    

e-shopping 
    

applications 
    

purchase intention 
    

combinatorial 
optimization 
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In the blue cluster (Cluster 1), there is the main term, namely the term "Internet Shopping", which is followed by other sub 
keywords, the majority of which are the same terms as "Internet Shopping", namely "E-Shopping", "Online Shopping", and 
“E-Commerce”. This can be interpreted that the object of research in previous studies, uses different terms but has the same 
meaning. The orange cluster (Cluster 2) consists of the main term “ISOP” followed by other sub terms such as “Genetic 
Algorithm”, “Heuristics”, and “Tabu Search”. This means that the most frequently used methods in solving ISOP optimization 
solutions are Genetic Algorithm, Heuristics, and Tabu Search methods. The ARC method in solving ISOP problems has not 
been widely used. This can be seen from the relationship between the terms in the clusters that are formed, there is no ARC 
term. The statement that there are not many studies using ARC in the ISOP, is supported by the resulting State of the Art. State 
of the Art shows that there is only one study using the ARC method in the ISOP. The study was published by (Chaerani et al., 
2021) in 2021 and is the most recent ISOP study. 

6. Conclusions 

The analysis in this research shows that the topic of ISOP has become a topic that is widely discussed. Papers that have been 
published have made a great contribution to today's authors. Within 10 years, the research has grown to cover 101 papers and 
this number is growing about 11.61% every year. Based on the PRISMA analysis, 101 papers were obtained, there were only 
15 papers that discussed ISOP in depth and completed the optimization model with fairly good methods. The impact of ISOP 
topics is very valuable in the field of research. This can be seen from the number of citations and the H-index scale collected 
from this research. In addition, the author's productivity and collaboration in writing ISOP topics is very good, whose research 
development began in 2010. The term cluster analysis shows that the ARC method has not been widely used in ISOP. The 
application of the ARC method to the ISOP only appeared in research published in 2021. The State of the Art results also 
show how the development of ISOP research and its methods have emerged in the last 10 years. The ARC method in the ISOP 
is a very feasible method for further development, considering that the last published research is only limited to discussing 
the derivation of the model. This creates many opportunities in making new research on ARC in ISOP with all their 
complexities. For example the development of new parameters such as discount parameters, store ratings, consumer reviews, 
and others. In addition, mathematical characterization of the ARC-ISOP can also be carried out, including mathematical proof 
of convex optimization and analysis of the robustness level of the ARC method. 
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