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lead them to deliver jobs in batches. Batch delivery reduces the transportation costs due to the decrease in the number of transhipment. However, it might cause tardiness of jobs. Hence, production scheduling, delivery or distribution of jobs are conflicting objectives. Traditionally, production decisions are first set in a firm and then distribution schedule is planned with little or no integration (Chen, 2010). Evidently, this procedure does not guarantee the best decisions and it needs to simultaneously consider the production schedule and delivery plan. Chen (2010), based on a survey on the relevant literature, states that although there is a huge amount of research on integrated production and outbound distribution models at the strategic and tactical levels, the research at the detailed scheduling where revenues, costs and customer service level are analyzed at the order level is fairly recent. It implies the need for conducting more studies into the subject.

In addition to necessity of integration of outbound decisions into internal scheduling, the issue of supplier selection needs to be taken into account since it has a major impact on the manufacturer’s costs and also scheduling of orders. Generally, the manufacturers collaborate with several suppliers to provide the requiring parts. Usually, a job or a customer order cannot be processed until the corresponding parts are provided and thus the manufacturers expect to be supplied according to their production plans. However, in the real world, suppliers have their own constraints and might not be able to provide parts for manufacturers in the demanded time. They usually suggest different offers based on their production capacity and costs and therefore the manufacturers face with the problem of finding the most appropriate suppliers. Naturally, every supplier has a pros and cons. In the context of scheduling, a supplier can provide an order for a manufacturer sooner while the offering price might be higher. Moreover, due to different locations of suppliers, the collection costs might not be the same for the manufacturer when the suppliers deliver parts “Ex-works” (a trade term requiring the seller to deliver goods at his or her own place of business and all transportation costs are by the buyer). Consequently, the supplier can affect the manufacturer at least in two ways: First, the ready time for processing a job in the facility of the manufacturer is defined by the supplier. Second, any changes in the selection of suppliers may reduce or increase of collection costs for the manufacturer. Other factors such as quality of parts and purchasing costs can also be affected by altering suppliers.

In sum, it is concluded that for scheduling of jobs, outbound decisions consisting of selection of suppliers and distribution of completed orders cannot be regarded as independent tasks and should be performed together. In this research, we develop a single machine scheduling model with the objective of minimizing total number of tardy jobs and transportation costs and extend the scope of study from shop floor problem to the supply chain viewpoint. The contribution of the paper lies in considering machine scheduling, batch delivery to customers (retailers) and supplier selection (sourcing) in an integrated manner which is, to the best of authors’ knowledge, is not discussed in the relevant literature. We present a mathematical formulation for this general problem to find the optimal decision of the manufacturer. Furthermore, some features of the optimal decision are specified and proved and two heuristic algorithms are proposed to solve the problem. Finally, the solutions are evaluated and the effectiveness of the algorithms are demonstrated.

The rest of the paper is organized as follows. In Section 2, the relevant literature is reviewed. In section 3, the problem is defined in detail. The model is formulated in Section 4. In Section 5, numerical examples are described and analyzed. Finally, the conclusion is presented in Section 6.

2. Literature review

For the problem of single machine scheduling with the objective of minimizing total number of tardy jobs, which is denoted by $1||\sum U_j$ according to three-field notation (Graham (1979), an algorithm is developed by Moore (1968) that solves the problem in $O(n \log n)$. However, when release dates are introduced ($1|r_j|\sum U_j$), the problem is proved to be strongly NP-hard (Lenstra et al., 1977). Various
models and algorithms have been developed to minimize total number of tardy jobs (Adamu and Adewumi (2014). Since the subject of this study is more general, in this section, we only review the main studies that consider both machine scheduling and batch delivery costs.

Cheng and Kahlbacher (1993) are believed to be the first who consider machine scheduling with batch delivery costs. Cheng et al. (1996) study single machine scheduling with the objective of minimizing the sum of earliness penalties and batch delivery costs. Lee and Chen (2001) incorporate transportation capacity and transportation times into the machine scheduling problem. Hall and Potts (2003) analyze scheduling and batching problems with three different objectives and present several dynamic programming algorithms to solve them. Pundoor and Chen (2005) study scheduling of a production-distribution system to optimize maximum delivery tardiness and total distribution cost. Chen and Vairaktarakis (2005) present an integrated scheduling model of production and distribution concerning customer service level and total distribution cost. Ji et al. (2007) consider a single machine scheduling and batch delivery system with the objective of minimizing the sum of the total weighted flow time and delivery costs. Mazdeh et al. (2007) introduce a branch-and-bound algorithm for a single-machine scheduling problem with batch delivery to minimize the sum of flow times and delivery costs. Mazdeh et al. (2008) extend this problem by assuming release times for jobs. The objective function of sum of weighted flow times and delivery costs with and without release times are also addressed respectively by Mazdeh et al. (2012). Herrmann and Ullrich (2013) consider machine scheduling and batch delivery with the objective function of sum of tardiness, inventory holding and transportation costs. Rasti-Barzoki et al. (2013) apply a branch-and-bound algorithm to minimize the sum of total weighted number of tardy jobs and delivery costs for a single machine and two-machine flow shop scheduling problem. Selvarajah and Zhang (2014) address the problem for a manufacturer and several customers to minimize the sum of weighted flow time and batch delivery costs. Yin et al. (2015) consider integrated production and batch delivery scheduling for two competing agents seeking to minimize an objective function depending on the completion times of their jobs on a shared single machine. Ahmadizar and Farhadi (2015) present a mathematical model for the problem of single-machine scheduling and batch delivery with due windows in order to minimize the sum of earliness, tardiness, holding, and delivery costs. Finally, other relevant recent works can also be found in Li (2015), Mazdeh and Karamouzian (2014), Tyagi et al. (2013), Yin et al. (2013), Mazdeh et al. (2011), Mazdeh et al. (2012) and Haddad et al. (2012).

All above mentioned works do not consider the issue of sourcing and supplier selection described in the previous section. Furthermore, other research that study supplier selection such as Tadeusz (2011), Razi (2014) and Parhizkari et al. (2013) do not include batch delivery of jobs to customers or machine scheduling issues. This paper tries to fill this gap by incorporation of supplier selection into the integrated machine scheduling and batch delivery problem. Following three-field notation, this problem can be shown as $1|r_j|\sum U_j + \sum D_k + \sum \sigma_i$ where $D$ and $\sigma$ refer to delivery costs and supply costs respectively. It should be noted that, the ready times of jobs for processing are also decision variables depending on which suppliers are selected. Since problem $1|r_j|\sum U_j$ is proved to be strongly NP-hard (Lenstra et al. (1977), the proposed problem which is a generalization of it is also strongly NP-hard. We present a heuristic algorithm (greedy algorithm) and also a local search to solve the problem in addition to mathematically modelling the problem.

3. Problem definition

Consider a manufacturer that receives orders from a retailer. Let $I_j = \{1, 2, \ldots, n\}$ denotes the set of retailer orders (jobs) and $\{d_1, \ldots, d_i, \ldots, d_n\}$ their corresponding due dates. Each job has a processing time $(t_j)$ on the manufacturer machine (facility) and only one job can be processed at a time. The manufacturer should schedule the jobs (orders) so that all jobs meet their due dates. If a job is delivered to the retailer after its due date, it is regarded as a tardy job and the manufacturer incurs a penalty cost
It is possible to either dispatch a job to the retailer as soon as its processing is completed or wait until some other jobs being ready and send them together as a batch. Each batch delivery costs the manufacturer $w^m$ and is independent of the number of jobs in the batch. Although, batching decreases the delivery costs, it might lead to tardiness of some jobs (the batches are denoted by $\{1,2,\ldots,k,\ldots,K\}$).

The manufacturer needs some parts or specific materials to complete each retailer order. These parts can be purchased from some suppliers, denoted by $I_s = \{1,2,\ldots,i,\ldots,m\}$. Based on the production capacity, the location and the size of jobs being undertaken, every supplier offers a release date for any job (manufacturing parts). Let $r_{ij}$ denote the release date of manufacturing parts for job $j$ offered by supplier $i$ and $w_{ij}$ corresponds to the transportation cost of a job from supplier $i$ to the manufacturer.

Here, the manufacturer needs to first decide from which supplier to purchase parts and second determine the scheduling and sequencing of jobs in its facility and third specify the placing of orders into batches. The decision environment is illustrated in Fig. 1.

![Fig. 1. The decision context of the manufacturer](image)

To mathematically formulate the decision problem of the manufacturer, the following variables in addition to aforementioned ones are defined.

- $S_j$: Start time of processing job $j$
- $D_k$: Delivery time of $k^{th}$ batch to the retailer
- $X_{lj}$: Binary variable takes 1 if job $l$ is to be processed just before job $j$ (no other job is processed between them) and 0 otherwise.
- $A_{jk}$: Binary variable takes 0 if job $j$ is assigned to the $k^{th}$ batch of the manufacturer delivering to the retailer, 1 otherwise.
- $B_k$: Binary variable takes the value 1 if at least one job is assigned to the $k^{th}$ batch, 0 otherwise.
- $N_{ij}$: Equals 1 if job $j$ is assigned to supplier $i$, 0 otherwise.
- $U_j$: Equals 1 if job $j$ is tardy and is equal to 0 otherwise

The manufacturer needs an optimal integrated decision to minimize its costs incurred by the retailer and selected suppliers. The optimal decision can be found by the following formulations:

$$\min TC = \alpha \sum_{j=1}^{n} U_j + \sum_{i=1}^{m} \sum_{j=1}^{n} (w_{ij}N_{ij}) + \sum_{k=1}^{K} w^mB_k$$

subject to

$$\sum_{j=1}^{n} X_{lj} \leq 1 \quad \quad h = 1,2,\ldots,n$$

$$\sum_{h=1}^{n} X_{jh} \leq 1 \quad \quad j = 1,2,\ldots,n$$
\[
\sum_{j=1}^{n} \sum_{k=1}^{m} X_{jk} = n - 1 \tag{4}
\]

\[
S_j \geq \sum_{i=1}^{n} y_{ij} N_{ij} \quad j = 1, 2, \ldots, n \tag{5}
\]

\[
S_j \geq S_l + t_l - L(1 - X_{lj}) \quad j, l = 1, \ldots, n; l \neq j \tag{6}
\]

\[
D_k \geq S_j + t_j - L(1 - A_{jk}) \quad j = 1, 2, \ldots, n; k = 1, \ldots, K \tag{7}
\]

\[
(L)U_j \geq D_k - d_j - L(1 - A_{jk}) \quad j = 1, 2, \ldots, n; k = 1, \ldots, K \tag{8}
\]

\[
\sum_{j=1}^{n} N_{ij} = 1 \quad j = 1, 2, \ldots, n \tag{9}
\]

\[
\sum_{k=1}^{K} A_{jk} = 1 \quad j = 1, 2, \ldots, n \tag{10}
\]

\[
\sum_{j=1}^{n} A_{jk} \leq L(B_k) \quad k = 1, \ldots, K \tag{11}
\]

\[
A_{jk} + B_k, U_j, X_{ij}, N_{ij} \in \{0, 1\} \quad l, j = 1, 2, \ldots, n; k = 1, \ldots, K \tag{12}
\]

The objective function (1) minimizes total cost, which consists of total tardiness costs, total collection costs from suppliers and total dispatching costs to the retailer, respectively. Constraint sets (2) to (4) control the sequence of jobs for processing. Each job is either the first one processed or succeeds another one (constraint (2)) and similarly each job either precedes another job or is the last one processed on a machine (constraint (3)). In a sequence with \(n\) jobs, there are exactly \((n-1)\) jobs that are succeeded (or proceeded) other jobs which is established by constraint (4). The manufacturer cannot process a job until its material is released by the selected supplier (constraint (5)). The start time of processing a job also needs to be greater than the completion time of its preceding job which is reflected in constraint (6). Note that “\(L\)” is a sufficiently large number. Constraint (7) ensures that the delivery time of a batch to the retailer is after the completion time of all jobs belonging to that batch. Constraint (8) specifies whether a job is tardy or not. Constraint (9) states that a supplier has to be assigned to a job for collection and similarly constraint (10) assures that a job is assigned to a batch for delivering. Constrain set (11) determines whether a batch is real or not. If at least one job is assigned to a batch then the batch is real and a transportation cost has to be considered in the objective function, while an imaginary (not real) does not influence the objective function and it is mentioned just to model the problem. Finally, constraint sets (12) define the type and boundary of variables. The resulting model is a Mixed Integer Linear Programming (MILP) with \(2n\) continuous variables and \(5(m)(n)\) binary variables. This type of model can be solved with exact algorithms for small size problems. However, for medium and large problems, they are either intractable when solved with full-space approaches or poor solution results. In the following, we propose a greedy algorithm and a local search procedure to cope with the complexity of the problem.

4. Heuristics

4.1 Structural features

In this part, some properties of the optimal solution of the problem are demonstrated. The results are then applied to the construction and justification of the proposed heuristics. Before presenting the properties, first the following relations are defined for each job \((j)\) in a predefined sequence of jobs \((\delta)\).

\[
LR_j = \min_{i=1, \ldots, m} \{r_{ij}\} \tag{13}
\]
In the abovementioned functions, the input \( e \) is the earliest time that job \( j \) in sequence \( \delta \) can be processed. It takes the value of zero for the first job and for the rest equals to the completion time of preceded jobs. Eq. (13), \( LR_j \), determines the minimum release time for a job. The function \( g_j(e) \), finds the supplier with the least transportation costs for job \( j \) that is planned to start at \( e \) and reports its transportation cost. If all suppliers release job \( j \) after time \( e \), then this variable finds the supplier with the minimum release time. The function \( h_j(e) \) (15) acts similarly but instead of the transportation costs, it reports the release time of the selected supplier for job \( j \). The functions \( f^1_j, f^2_j(e) \) and \( f^3_j(e) \) EQ. (16-18) are defined so as to compare jobs to be scheduled at time \( e \) in terms of the earliest due dates, earliest possible completion times and least transportation costs respectively. Note that \( f^1_j, f^2_j(e) \) and \( f^3_j(e) \) are dimensionless.

**Definition 1.** Selection of a supplier based on function \( h_j(e) \) for job \( j \) in sequence \( \delta \) is a procedure such that first the completion time of the preceded jobs of job \( j \) in the sequence is calculated \( (C') \) and then the supplier of job \( j \) is determined by the value of \( h_j(C') \). (Note that \( h_j(C') \) yields the release time of the job which indirectly determines which supplier is selected.)

**Proposition 1.** In the optimal decision of the problem, if job \( l \) is placed before job \( j \) in the sequence then the delivery time of job \( j \) is greater or equal to delivery time of job \( l \).

**Proof** (by contradiction). Consider that the delivery time of job \( j \) is less than job \( l \) in the optimal decision. Hence, the jobs are assigned to different batches namely \( k_l \) and \( k_j \). Since job \( j \) is assigned to batch \( k_j \):

\[
D_{k_j} \geq C_j \quad l < j \Rightarrow C_j < C_l \Rightarrow C_l < D_{k_j}
\]

Also, from the assumption we have \( D_{k_j} < D_{k_l} \). Thus, \( C_l < D_{k_j} < D_{k_l} \). It means that job \( j \) and all its preceded jobs in batch \( k_j \) can be assigned to batch \( k \) without any increase in the objective function (the objective function might be decreased due to reduction of batches). Consequently, the delivery times of job \( l \) and \( j \) become the same which contradicts the assumption.

**Proposition 2.** In the optimal decision, the delivery time of a batch equals to the longest completion time in that batch \( D_k = \max \{C_j, j \in k\} \).
Proof. It is clear that if \( D_k > \max \{C_j, j \in k\} \), then we can reduce \( D_k \) so that it equals to \( \max \{C_j, j \in k\} \) to improve the objective function by reducing the number of tardy jobs. Note that \( D_k < \max \{C_j, j \in k\} \) is not possible since according to the definition of a batch, all jobs belong to a batch must become completed for delivering.

**Proposition 3.** For any job \((j)\) in a predefined sequence, if its supplier is assigned based on \( h_j(e) \), then the completion time of any jobs and therefore makespan \((C^*)\) is minimized.

**Proof (by contradiction).** Consider at least for one job \((j)\), \( r_j \) is not equal to \( h_j(e) \) and the completion time of jobs \((C)\) is less than \((C^*)\). Since \( C < C^* \) then at least one job \((l)\) must start sooner in comparison with previous situation. Here, two cases need to be distinguished:

**Case 1.** Job \( j \) is in the first order of the sequence. In this case, the earliest time for starting job \( j \) is \( \min \{r_j\} \) for \( j = 1, \ldots, m \). This value equals to \( h_j(0) \) and therefore it contradicts (note that \( e = 0 \) for the first job).

**Case 2.** Job \( j \) is in the second or greater order. Based on **Case 1**, the first job cannot be started sooner and therefore the completion time of the first job \((C_1)\) is not changed. The earliest time that the second job can be processed is:

a) If at least there is a supplier with \( r_j \leq C_1 \) equals \( C_1 \)

b) If all \( r_j > C_1 \) then it is \( \min_{j=1,\ldots,m} \{r_j\} \)

In other words, the earliest possible time for processing second job is \( \max(C_1, \min_{j=1,\ldots,m} \{r_j\}) \) which equals to \( h_j(C_1) \) and therefore it contradicts. Thus, the start time of the second job is not changed. Similarly, for the remaining jobs this justification can be applied and therefore no job can be processed sooner in comparison with previous situation which contradicts the assumption.

**Proposition 4.** For two schedule of jobs namely \( \delta_1, \delta_2 \) with the same sequence and different suppliers, if for any job \( C_j(\delta_1) \leq C_j(\delta_2) \) then there is always an optimal delivery decision such that the sum of delivery and tardiness cost of \( \delta_1 \) is less than or equal to any delivery decision for \( \delta_2 \).

**Proof.** First consider the optimal delivery decision of \( \delta_2 \). According to Proposition 2, for any batch we have \( D_k(\delta_2) = \max \{C_j(\delta_2), j \in k\} \). We can adopt a delivery decision for \( \delta_1 \) similar to optimal delivery decision of \( \delta_2 \), where batching is the same. Since \( C_j(\delta_1) \leq C_j(\delta_2) \) then we have for this decision \( D_k(\delta_1) \leq D_k(\delta_2) \). In this situation, the number of batches and also material cost are the same as \( \delta_2 \). Due to fact that a job is a tardy when \( D_k > d_j \), it is found that tardiness cost in \( \delta_2 \) is less than or equals to \( \delta_1 \). Consequently, total cost for optimal decision of \( \delta_2 \) is less than or equals to \( \delta_1 \).

**Corollary 1.** For a given sequence, assigning suppliers (selecting release time) according to \( h_j(e) \) procedure can yield optimal delivery decision for that sequence.

**Proof.** Proposition (4) states that any supplier selection that yields shorter completion time for each job results in lower delivery costs. Since \( h_j(e) \) procedure has the minimum completion time for all jobs in the sequence (Proposition (3)), therefore it is the best possible selection strategy for minimizing delivery costs of jobs.

**Proposition 5.** For a given set of suppliers (selected suppliers or \( r_j \)) the best sequence for minimizing sum of tardy jobs is such that all tardy jobs are at the end of the sequence.
Proof. Consider that job \( j \) is placed in position \( k \) and it is a tardy job. When this job is moved to the last of the sequence, all jobs between these positions can start earlier and consequently are finished sooner. Only job \( j \) starts later in comparison with the first sequence and since this job is already late, the number of tardy jobs is not increased or might be decreased. By repeating this operation for all tardy jobs before early jobs we can reach an optimal sequence where all tardy jobs are at the end.

Proposition 6. If there is a job that has the minimum value of \( f_j^2(e) \) for \( e = 0 \) among all jobs then in the optimal decision of minimizing the idleness time of scheduling (or minimizing the makespan) this job is in the first of schedule.

Proof. It is clear that if any other job is in the first order we can reduce the idleness time of the first processing job by replacing this job with the job that has the minimum value of \( f_j^2(e) \). Note that \( f_j^2(e) \) for \( e = 0 \) equals to the earliest release time for that job.

In the next two parts, the heuristic algorithms are presented. Note that the properties of the optimal solution described and proved in this section, propositions (1-6) and Corollary (1), are applied to construct the subsequent solution algorithms.

4.2 Greedy heuristic

A greedy heuristic which is a constructive algorithm starts from scratch (empty solution) for a given optimization problem and constructs a solution by assigning values to one decision variable at a time, until a complete solution is generated (Talbi, 2009). Here, we have to specify the schedule of jobs, the suppliers and also define batches which are strictly related to each other. In the greedy algorithm, first a job for processing is selected from unscheduled jobs based on the value \( f_j^1, f_j^2(e) \) and \( f_j^3(e) \). Then a supplier is assigned to that job according to \( h_j(e) \) (see definition 1). This procedure is repeated until all jobs are scheduled. Finally, the batching decision is made and the supplies are revised again based on the delivery times of batches. The proposed greedy heuristic (GRA) is as follows,

Step 1. Set \( I = \emptyset, \ I_T = \emptyset, \ I = \{1,2,\ldots, j,\ldots, m\}, \ e = 0 \)

Step 2. While \( (I \neq \emptyset) \) do

2.1 Calculate \( f_j^1, f_j^2(e), f_j^3(e) \) for all \( j \in I \)

2.2 Select job \( j \) which has the minimum value of \( (f_j^1 + f_j^2(e) + f_j^3(e)) \)

2.3 Calculate \( h_j(e) \) and \( C_j \)

2.4 If \( C_j \leq d_j \) then \( I = I \cup \{j\} \) and \( I_T = I_T \setminus \{j\} \). Also, update \( e = C_j \) and assign the supplier based on \( h_j(e) \) and \( g_j(e) \)

2.3 If \( C_j > d_j \) then \( I_T = I_T \cup \{j\} \) and \( I_T = I_T \setminus \{j\} \). Also, assign the supplier based on \( h_j(L) \) and \( g_j(L) \)

where \( L \) is a large number.

Step 3. \( I = I \cup I_T \)

Step 4. Start from the first job in \( I \), and add jobs to the first batch until the tardiness cost is greater that \( w^m \). Repeat this action to batch all jobs.

Step 5. If there is a tardy batch, evaluate the batching of the two last batches. If it is beneficial, merge them.

Step 6. For \( k=1 \) to Number of batches

6.1 Find the idleness time between batch \( k \) and \( (k+1) \) and set it as \( t \)

6.2 calculate \( q = \max \{0, \min \{D_k - C_j\} \} \) for any job \( j \) in batch \( i \)

6.3 Delay the first job in batch \( i \) by \( \min \{q,t\} \)

6.4 Reassign the suppliers for jobs in batch \( j \) based on new start times

Step 7. End
Step 1 and step 2 of GRA, try to schedule jobs such that the jobs with shortest processing time and due dates are placed in the first orders and the tardy ones at the end. This work can yield better solutions in terms of the number of tardy jobs and batch delivery costs (Propositions (5-6) and Corollary (1)). Step 4 and 5 adopt the batching rule from proposition 1 and 2 so that the batching decision starts from the first job in the sequence and is completed when the cost of tardiness of jobs in the corresponding batch is greater than \(w^m\). In step 6, the float of jobs is identified and the cost of suppliers is reduced by delaying the start time of processing of jobs whatever it is possible.

4.3 Local search

Although the greedy heuristic (GRA) can yield high quality solutions in a very short time (according to the computational results), it does not necessarily produce global solutions for any problem since it does not search the whole feasible space. Hence, we present a local search procedure (GRLS) to relatively overcome this defect. The algorithm starts from the solution of the greedy algorithm as initial solution and follows the below steps.

**Step 1.** Set the solution of the greedy heuristic as initial solution and its objective function as \(z^*\).

**Step 2.** For \(I=1\) to \(N_I\) (\(N_I\) is the total number of iterations)

1. Select two jobs randomly from the sequence
2. Interchange the place of jobs and assign suppliers to the new sequence based on \(h_e(e)\) procedure
3. Batch the jobs based on Steps 4, 5 and 6 of the greedy heuristic
4. Calculate the objective function \((z)\)
5. If \(z < z^*\) then replace the new solution with best found solution and \(z^* = z\) else do nothing
6. Select a job randomly \((\text{job } j)\)
7. Change the supplier of \(j\) according to \(h_j(L)\) where \(L\) is a large number
8. Batch jobs similar to (2.3)
9. Calculate the objective function \((z)\)
10. If \(z < z^*\) then replace the new solution with best found solution and \(z^* = z\) else do nothing

**Step 3.** Report the best found solution and \(z^*\).

As mentioned before, the sequence of jobs is a critical decision that affects the objective function considerably. Thus, in GRLS we examine the changes in the sequence of jobs through step 2.1 to step 2.5. Furthermore, the supplier assignment is disturbed by step 2.6 to step 2.8. This procedure can find the situations where deliberately delay of processing a job is beneficial. In the local search procedure we just accept any changes that improve the objective function.

5. Computational results

To validate the proposed heuristics and evaluate their effectiveness, it is necessary to build some random test problems. Various test problems in the field of scheduling are presented in the OR library but they are not useful here since our problem is completely different from them. We generate random problems based on Dauzère-Pérès (1995). The processing time for each job \((p_i)\) is generated from the uniform distribution \([1,100]\). The release time of each job for a supplier \((r_{ij})\) is an integer generated from the uniform distribution \([0,K,n]\). Also, for each job a supplier is selected randomly \((r_{ij}^*)\) and an integer due date \(d_i\) is generated from the uniform distribution \([r_{ij}^* + p_i, r_{ij}^* + p_i + K_2n]\). Two parameters \(K_1, K_2\) are taken randomly in the set \(\{1,5,10,20\}\). Finally, \(\alpha, w^s, w^m\) is generated randomly from the uniform distribution \([5,15], [1,\alpha/2]\) and \([1,\alpha/2]\) respectively.

In our survey, 14 test problems with different sizes are generated where the first six problems are grouped as small-sized and the rest of them are medium and large size problems (the size of problems is based on the number of jobs and the number of suppliers \((n \times m)\). We apply a solver to find the global solutions of the mathematical problem to validate the solutions produced by the heuristics for small size problems and also evaluate the quality of solutions for large size problems. It should be noted that due to NP-hardness of the problem, the solver can solve only small size problems and for medium and large ones it is unable to find the global optimum in a limited amount of time and usually results in
poor solutions. Both heuristics are coded in MATLAB 7.7, and the mathematical models have been solved by LINGO 8.0 on a Laptop computer with 2.27 GHz CPU and 4 GB RAM. In Table 1, the problem instances and their corresponding results are listed. For each problem, the local search procedure is run 10 times and the average and the best objective function, the average computational time, and the standard deviation of results are reported. According to Table 1, for small sized problems (1-6), both heuristics generate the global solutions in less than one second. For problem instances 7-10, GRLS still finds the global solutions while GRA either produces global solutions or very close solutions to the optimal. Finally, for large instances (11-14) both heuristics generate very good solutions compared with best found objective of the solver. For instance, the best solution found for problem 14 by the solver is 808 in 30 hours while GRA reaches to objective function 585 (28% less than the solver) in only 0.26 seconds.

Table 1
Detailed computational results comparing the results of the solver and the heuristics

<table>
<thead>
<tr>
<th>Pro.</th>
<th>N</th>
<th>m</th>
<th>Objective</th>
<th>Time(s)</th>
<th>Objective</th>
<th>Time(s)</th>
<th>Avg.</th>
<th>Best</th>
<th>Av.</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>5</td>
<td>32</td>
<td>1</td>
<td>32</td>
<td>0.06</td>
<td>32</td>
<td>32</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td>17</td>
<td>2</td>
<td>17</td>
<td>0.06</td>
<td>17</td>
<td>17</td>
<td>0.15</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>6</td>
<td>21</td>
<td>1</td>
<td>21</td>
<td>0.06</td>
<td>21</td>
<td>21</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>6</td>
<td>56</td>
<td>32</td>
<td>56</td>
<td>0.06</td>
<td>56</td>
<td>56</td>
<td>0.27</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>10</td>
<td>31</td>
<td>30</td>
<td>31</td>
<td>0.06</td>
<td>31</td>
<td>31</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>3</td>
<td>40</td>
<td>300</td>
<td>40</td>
<td>0.06</td>
<td>40</td>
<td>40</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>7</td>
<td>34</td>
<td>18000</td>
<td>34</td>
<td>0.07</td>
<td>34</td>
<td>34</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>4</td>
<td>42</td>
<td>39600</td>
<td>42</td>
<td>0.06</td>
<td>42</td>
<td>42</td>
<td>0.42</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>8</td>
<td>21</td>
<td>240</td>
<td>22</td>
<td>0.07</td>
<td>21</td>
<td>21</td>
<td>0.67</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>10</td>
<td>56</td>
<td>43200</td>
<td>63</td>
<td>0.07</td>
<td>58</td>
<td>58</td>
<td>0.7</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>10</td>
<td>100*</td>
<td>90000</td>
<td>95</td>
<td>0.05</td>
<td>90</td>
<td>90</td>
<td>2.3</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>20</td>
<td>20</td>
<td>215*</td>
<td>90000</td>
<td>161</td>
<td>0.15</td>
<td>154.6</td>
<td>148</td>
<td>15.8</td>
<td>4.03</td>
</tr>
<tr>
<td>13</td>
<td>30</td>
<td>30</td>
<td>213*</td>
<td>90000</td>
<td>129</td>
<td>0.12</td>
<td>121</td>
<td>117</td>
<td>52</td>
<td>2.9</td>
</tr>
<tr>
<td>14</td>
<td>50</td>
<td>50</td>
<td>808*</td>
<td>90000</td>
<td>585</td>
<td>0.26</td>
<td>568</td>
<td>558</td>
<td>328</td>
<td>4.1</td>
</tr>
</tbody>
</table>

* Best objective function after 25 hours running the solver. It is not the global solution.

In order to precisely evaluate the performance of the heuristics, measure \( \left( z_h / z^* \right) \) is defined in which \( z_h \) refers to the object function of the heuristic and \( z^* \) corresponds to either the optimal solution or the best found solution by the heuristics or the solver (for problems 1-10, \( z^* \) reflects the optimal solution). The minimum value of the measure is 1, which shows that the heuristic has found the optimal or the best solution. The values of the measure greater than 1, which are associated with deviations from the optimal solution.

In Fig. 2, the values of the measure for all problems are illustrated. Moreover, in Table 2 the summary of comparing results of the heuristics including the average amounts of the measure and computation times are represented according to the problems categories. The results indicate that both heuristics have no deviations from the global solutions for small size problems. The average deviation for GRA in medium and large size problems are 4% and 7%, respectively while for GRLS, these values
correspond to 0.8% and 2%, respectively. GRLS can reach to better solution compared with GRA but its computation time is greater than GRA. It is concluded that all problem instances can be solved either optimally or very close to optimal by both heuristic algorithms in very short time.

Table 2
Summary of performance evaluation of GRA and GRLS

<table>
<thead>
<tr>
<th>Size</th>
<th>G (Greedy Algorithm)</th>
<th>GRLS</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg</td>
<td>Max</td>
<td>Avg</td>
</tr>
<tr>
<td>Small</td>
<td>1</td>
<td>1</td>
<td>0.06</td>
</tr>
<tr>
<td>Medium</td>
<td>1.04</td>
<td>1.125</td>
<td>0.67</td>
</tr>
<tr>
<td>Large</td>
<td>1.07</td>
<td>1.1</td>
<td>0.15</td>
</tr>
</tbody>
</table>

6. Conclusion

This paper has incorporated supplier selection issue into the problem of single machine scheduling with batch delivery. The importance of introducing the issue in the original problem is that it has a very significant effect on the sequencing and batching of jobs and the evaluation and selection of suppliers cannot be treated as an independent task. We have presented a mathematical model that formulates the optimal decision of the manufacturer. Since it is a strongly NP-hard problem, we have also proposed a constructive (greedy) heuristic and a local search algorithm. The computational results have shown that the greedy algorithm was very efficient in terms of both quality of solutions and computation time. The obtained results have also indicated that the local search procedure that is combined with the greedy heuristic acts as a complementary tool and helps to find global or near global solutions whenever the greedy algorithm is not able to find that. Our future research will be to extend the suppliers’ proposal so that they offer different price for jobs or give a discount when more than one job is purchased. Another possible extension of this paper would be to consider different objective function for scheduling such as total weighted tardiness cost, sum of flow times and sum of completion time.
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