Fuzzy goal programming applied to multi-objective programming problem with FREs as constraints
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1. Introduction

Fuzzy relational equations (FREs) play an important role in fuzzy set theory and fuzzy logic systems, from both of the theoretical and practical view points. The importance of fuzzy relational equations is best described by Zadeh, the founder of fuzzy set theory in the foreword of monograph authored by Di Nola et al. (1989): “Human knowledge may be viewed as a collection of facts and rules, each of which may be represented as the assignment of a fuzzy relation to the unconditional or conditional possibility distribution of a variable. What this implies is that knowledge may be viewed as a system of fuzzy relational equations. In this perspective, then inference from a body of knowledge reduces to the solution of a system of fuzzy relational equations”. The initial works on fuzzy relational equations appeared in the beginning of 1970s., inspired by the applications of fuzzy relations in medical

As of today fuzzy relational equations have been intensively investigated from both the theoretical and practical view points and widely applied in decision making and optimization problems. Fang and Li (1999) studied the solution set of fuzzy relational equations with max product composition and an optimization problem with a linear objective function subject to such FREs. Sanchez’s work (1976) shed some light on this important subject. Since, then researchers have been trying to explain the problem and develop solution procedures. Lu and Fang (2001) used fuzzy relational equations constraints to study the non-linear optimization problems. Recently Jain and Lachhwani (2009) suggested solution procedure of multiobjective programming problems with FREs constraints based on fuzzy mathematical programming. Mohamed (1997) introduced goal programming (GP) approach for multi decision making problems. Further, Pramanik and Roy (2007) extend it to solve multilevel programming problems (MLPPs). Baky (2009) proposed FGP algorithm for solving decentralized bi-level multiobjective (DBL –MOP) problems. Lachhwani (2012) suggested solution procedure for multiobjective quadratic programming problem based on fuzzy goal programming approach. Lachhwani and Poonia (2012) proposed FGP approach for multi-level linear fractional programming problem. Lachhwani (2013) described fuzzy goal programming approach for multi-level multiobjective linear programming problems. Abo-Sinna and Baky (2013) gave TOPSIS approach for multiobjective decision making problems. Thereafter, Lachhwani and Nehra (2014) suggested Modified FGP approach and MATLAB program for solving multi-level linear fractional programming problems. The aim of this paper is to apply FGP approach to multiobjective programming problem (MOPP) with FREs as constraints. Here we consider MOPP with FREs as constraints as:

\[
\text{max} \{Z_1(x), Z_2(x), \ldots, Z_p(x)\}
\]

where \[Z_i(x) = \sum_{l=1}^m \epsilon_i x_l, \quad l = 1, 2, \ldots, p\]

subject to
\[A \circ x = b,\]
\[0 \leq x_l \leq 1\]

The membership matrices \(A\), \(b\), \(x\) are denoted by \(A = (a_{ij}), \ b = (b_i), \ x = (x_i)\) where \(a_{ij}, b_i, x_i\) are real numbers in the unit interval \([0, 1]\) for all \(i \in I\) and \(j \in J\). \(I = \{1, 2, \ldots, m\}\) and \(J = \{1, 2, \ldots, n\}\) are the index sets. A system of FREs defined by \(A\) and \(b\) is denoted by

\[A \circ x = b,\]

where operator “\(\circ\)" represents the max-min composition. The resolution of Eq. (2) is a set of solution vector \(x = (x_1, x_2, \ldots, x_p)\), \(0 \leq x_i \leq 1\), such that

\[
\max_{j,i} \min(a_{ij}, x_i) = b_i \quad \forall \ i \in I
\]

Also \(c^T = (c_1, c_2, \ldots, c_m) \in R^m\) be an m-dimensional vector. Using the proposed methodology based on fuzzy goal programming approach, the problem (1) can be reduced to

\[
\min \lambda = \sum_{i=1}^m d_i
\]

subject to
\[-Z_i + Z_i(x) + (Z_i - Z_i)d_i \geq 1, \quad l = 1, 2, \ldots, p\]
\[A \circ x = b,\]
\[0 \leq x_i \leq 1\]
This paper aims at presenting simple and efficient method for solving multiobjective optimization problem with FREs as constraints. The proposed method based on fuzzy goal programming approach is used to obtain compromise optimal solution by minimizing the sum of negative deviational variables in order to achieve highest value of each of fuzzy goals. The paper is organized as follows: In section 2, we discuss some basic properties of FRE’s solution sets, objective functions and other related facts in context of multiobjective programming problem. In next section, we derive proposed methodology based on FGP approach to obtain compromise optimal solution of problem. Detailed description of stepwise algorithm is given in section 4. Comparative analysis based on numerical example is discussed in section 5. Concluding remarks are given in section 6. Pseudo code computer algorithm is given in appendices at the end.

2. Properties of FRE’s solution sets and Objective functions

2.1 Characterization of feasible solution set of FREs

Let \( X(A, b) \) be the complete set of solution. Then if \( X(A, b) \neq 0 \), it can be determined by unique maximum solution and a finite number of minimal solutions suggested by Adamopoulos and Pappis (1993) as follows:

**Lemma 1.** For any \( i \in I \), \( \exists \) some \( j \in J \), such that \( a_{ij} \geq b_j \), then \( X(A, b) \neq \phi \).

**Proof.** Let \( X(A, b) = \phi \), then it will have no solution if \( \max a_{ij} < b_i \) for some \( i \in I \) as by Klir and Yuan (1995), contrary to this \( X(A, b) \neq \phi \), if for any \( i \in I \), \( \exists \) some \( j \in J \) such that \( a_{ij} \geq b_j \).

**Lemma 2.** If \( x \in X(A, b) \) then \( \min (a_{ij}, x_j) = b_j \) for some \( j \in J \) and \( \min (a_{ij}, x_j) \geq b_j \) for other \( j \in J \).

**Proof.** By Equation (3), \( \max \min (a_{ij}, x_j) = b_j \). This implies \( \min (a_{ij}, x_j) \leq b_j \). Since \( x \in X(A, b) \), therefore there exists at least one \( j \in J \) such that \( \min (a_{ij}, x_j) = b_j \). Now we should have following related definitions as:

**Definition 1.** \( \hat{x} \in X(A, b) \) is called a maximum solution if \( x \leq \hat{x} \) for all \( x \in X(A, b) \). The minimum solution can be obtained as given by Chanas (1989):

\[
\hat{x}_j = A @ b = \left[ \bigwedge_{i=1}^{n} (a_{ij} @ b_j) \right] \forall j \in J
\]

where

\[
(a_{ij} @ b_j) = \begin{cases} 1 & \text{if } a_{ij} \leq b_j \\ b_j & \text{if } a_{ij} > b_j \end{cases}
\]

and

\[
a \land b = \min (a, b)
\]

Also \( \hat{x} \) thus obtained is feasible if \( A \circ x = b \), and \( J_1 = \{ j \mid a_{ij} \circ \hat{x}_j = b_i \} \forall i \in I \), where \( J_1 \) is adjoin partition of \( I \).

**Definition 2.** Fang and Puthenpura (1993): Minimal solution: \( \tilde{x} \in X(A, b) \) is called minimal solution if \( x \leq \tilde{x} \) for any \( x \in X(A, b) \) implies that \( x = \tilde{x} \). Denote the set of all minimal solutions by \( \hat{X}(A, b) \), the complete set of solutions \( X(A, b) \) is obtained by

\[
X(A, b) = \bigcup_{\tilde{x} \in \hat{X}(A, b)} \{ x \in X \mid x \leq \tilde{x} \}
\]

The set \( \tilde{x} \in X(A, b) \) of minimal solutions can be computed from algorithm given by Pedrycz (1991) as:
Step 1. Compute $\Omega$ using

$$
\Omega = \prod_{i \in I, j \in J} b_i^j
$$

(9)

Step 2. Now convert $\Omega$ into conjunctive normal form.

Step 3. For simplification of $\Omega$

Using conjunctive operator

$$
\frac{c_i d_i}{l_i} = \begin{cases} 
\max (c_i, d_i) & \text{if } l = k \\
\text{unchanged if } l \neq k 
\end{cases}
$$

(10)

and using disjunctive operator

$$
\frac{c_1 c_2 \ldots c_m d_1 d_2 \ldots d_m}{l_1 l_2 \ldots l_m} = \begin{cases} 
\frac{c_1 c_2 \ldots c_m}{l_1 l_2 \ldots l_m} & \text{if } c_i \leq d_i, \quad \forall i \in I \\
\text{unchanged, otherwise} 
\end{cases}
$$

(11)

Step 4. Suppose $\Omega$ has $s$ step after the step 3, then $\bar{X}(A,b)$ has $s$ elements which can be computed as:

$$
\bar{x}^{(p)} = (x^{(p)}_1, x^{(p)}_2, \ldots, x^{(p)}_n)
$$

(12)

where $x^{(p)}_j = c^{(p)}_j$, $j \in J$ and $p = 1, 2, \ldots, s$

1.2 Characterization of Objective function

Here we characterize the objective function as suggested by Fang and Li (1999) in following manner:

$$
Z = \{z = c^T x | x \in X(A,b)\}
$$

(13)

If $c^T \geq 0$, then the linear function $z = c^T x$ is monotonically increasing and positive say $\bar{z}$ and if $c^T \leq 0$ is a monotonically decreasing and negative over $X(A,b)$ say $\bar{\bar{z}}$. For any given $c^T = (c_1, c_2, \ldots, c_n) \in R^n$, we define $\bar{c}^T = (\bar{c}_1, \bar{c}_2, \ldots, \bar{c}_n)$ and $\bar{\bar{c}}^T = (\bar{\bar{c}}_1, \bar{\bar{c}}_2, \ldots, \bar{\bar{c}}_n)$ such that

$$
\bar{c}_j = \begin{cases} 
c_j & \text{if } c_j \geq 0 \\
0 & \text{if } c_j < 0 
\end{cases}
$$

and

$$
\bar{\bar{c}}_j = \begin{cases} 
0 & \text{if } c_j \geq 0 \\
c_j & \text{if } c_j < 0 
\end{cases}
$$

(14)

Obviously

$$
c^T = \bar{c}^T + \bar{\bar{c}}^T \text{, thus for any } x \in X(A,b), z = \bar{z} + \bar{\bar{z}} \text{ and hence } \max z = \max \bar{z} + \max \bar{\bar{z}}
$$

(15)

Lemma 3. If $c_j \leq 0, \forall j \in J$, then $\max \bar{z} = \bar{\bar{c}}^T \bar{x}^*$.

Proof. Since $\bar{x}_j \leq x \leq \bar{\bar{x}}$ and $c^T \leq 0$, therefore $c^T \bar{x} \leq c^T x \leq c^T \bar{\bar{x}}$, and $\bar{x}'$ will be such that $c^T \bar{x}' = \max \{c^T \bar{x}, \bar{x} \in X(A,b)\}$, so $\max \bar{z} = \bar{\bar{c}}^T \bar{x}^*$.

Lemma 4. If $c_j \geq 0, \forall j \in J$, then $\max \bar{z} = \bar{c}^T \bar{x}$.

Proof. $\forall x \in X(A,b)$, $0 \leq x \leq \bar{x}$ and $c^T \bar{x} \geq c^T x$, therefore $\max \bar{z} = c^T \bar{x}$.

Hence

$$
\max z = \max \bar{z} + \max \bar{\bar{z}} = c^T \bar{x} + c^T \bar{x}^* 
$$

(16)

where optimal solution $x^* = \{x_j | j \in J\}$ is the combination of $\bar{x}^*$ and $\hat{x}$ as:
3. Proposed FGP Methodology

For Multiobjective programming problem with FREs as constraints, Pareto optimal solution is required as a necessary condition in order to guarantee the relationality of decisions. However, In FGP approach compromise optimal solution may be treated as satisfactory solution in order to optimize multiple objectives. We need to express the definitions related to efficient solution and compromise optimal solution in context of multi-objective programming problem as:

Definition 3. Pareto Optimal Solution (Efficient Solution): \( x^0 \in X \) is an efficient solution to multi-objective programming problem Eq. (1) if and only if there exists no other \( x \in X \) such that \( Z_l \geq Z^0_l \) for all \( l=1,2,...,p \) and \( Z_l > Z^0_l \) for at least one \( l \).

Definition 4. Compromise Efficient Solution: For problem Eq. (1), a compromise efficient solution is an efficient solution selected by the decision maker (DM) as being the best solution where the selection is based on the DM’s explicit or implicit criteria.

Zeleny (1982) as well as most authors describes the act of finding a compromise solution to problem Equation (1) as “… an effort or emulate the ideal solution as closely as possible”.

In present methodology criteria selected by DM’s is based on minimizing the sum of negative deviational variables so that each fuzzy goal (membership function) can attain it’s as maximum value as possible subject to satisfying FREs. Hence for problem (1), a compromise obtained solution is pareto optimal solution selected by the decision makes (DM) as being the best solution when the decision is based on the DM’s Criteria.

Our FGP model for determining compromise optimal (efficient) solution based on the finding of the totality or subset of efficient solutions with the DM, then choosing one best solution on some explicit or implicit algorithm.

3.1 Fuzzy goal programming formulation of problem

To formulate the fuzzy goal programming model to problem (1), each objective function \( Z_l(x) \) ( \( l=1,2,...,p \) ) would be transformed into fuzzy goals by means of assigning their corresponding individual maximum values as an aspiration level to each of them. They are to be characterized by the associated membership functions.

3.1.1 Characterization of membership functions

To build membership functions, fuzzy goals and their aspiration levels should be determined first. Using the individual best solution, we obtain maximum and minimum values of each objective functions and then construct membership function (as shown in figure 1), as the following:

\[
\mu_l(Z_l(x)) = \begin{cases} 
1 & \text{for } Z_l(x) \geq \overline{Z}_l \\
\frac{Z_l(x)-Z_l}{\overline{Z}_l-Z_l} & \text{for } \frac{Z_l}{Z_l-Z_l} \leq \overline{Z}_l \leq Z_l \leq Z_l \text{ for } l=1,2,...,p \\
0 & \text{for } Z_l(x) \leq \underline{Z}_l 
\end{cases}
\]

Here linear membership functions are considered because these are more suitable than non linear ones in context of MOPP with FREs.
Fuzzy goal programming (FGP) is an extension of conventional goal programming (GP) introduced by Charnes and Cooper (1962). GP has been extensively studied and widely circulated in literature. In this paper, GP approach to fuzzy multi-objective decision making problems introduced by Mohamed (1997) is extended to solve MOPPs with FREs as constraints problems. In decision making situation, the aim of each DM is to achieve highest membership value (unity) of the associated fuzzy goal in order to obtain the absolute satisfactory solution. However, in real practice, achievement of all membership values to the highest degree (unity) is not possible due to conflicting nature of objectives. Therefore, decision policy for minimizing the regrets of the decision makers (DMs) for all objectives should be taken into consideration. Then each DM should try to maximize his or her membership function by making them as close as possible to unity by minimizing its negative deviational variables. Therefore, in effect, we are simultaneously optimizing all the objective functions. So, for the membership functions defined in Eq. (18), the flexible membership goals having the aspired level unity can be represented as:

\[ \mu_l(Z_l(x)) + d^-_l - d^+_l = 1 \quad l = 1, 2, \ldots, p, \]  

where \( d^-_l, d^+_l \) \((\geq 0)\) \((l = 1, 2, \ldots, p)\) represent the under and over deviational variables respectively from the aspired levels. In conventional GP, the under and/or over deviational variables are included in the achievement function for minimizing them and that depends upon the type of objective functions to be optimized. Thus MOPP problem (1) changes into

\[
\min \lambda = \sum_{l=1}^{p} d^-_l \\
\text{subject to } -Z_i + Z_l(x) + (Z_l - \overline{Z}_i)(d^-_l - d^+_l) = 0 \quad l = 1, 2, \ldots, k \\
A_0 x = b, \\
0 \leq x_i \leq 1
\]

In this FGP approach, only the sum of under deviational variables is required to be minimized to achieve the aspired level. It may be noted that any over deviational from a fuzzy goal indicate the full achievement of the membership value. Now it can be easily realized that the membership goals in Eq. (19) are inherently linear equations and this may reduce computational difficulties in the solution process. However, for model simplification the Eq. (19) can be considered as a general form of goal
expression of the above stated membership goals. It may be noted that when a membership goal is fully
achieved, negative deviational variable become zero and when its achievement is zero, negative
deviational variable become unity in the solution. Now if the most widely used and simplest version of
GP (i.e. minsum GP) is introduced to formulate the model of the problem under consideration, the GP
model formulation becomes:

\[
(FGP \text{ Model}) \min \lambda = \sum_{l=1}^{p} d_l^{-}
\]

subject to
\[
-Z_i + Z_i(x) + (Z_i - Z_i) d_i^{-} \geq 0 \quad l = 1, 2, \ldots, p
\]
\[A \odot x = b,\]
\[0 \leq x_i \leq 1\] \hspace{1cm} (21)

4. Algorithm

In this section, stepwise algorithm of proposed methodology can be described as follows:

Step 1. Compute \( \hat{x}_j = \bigwedge_{i \in I}(a_{ij} \odot b_i), \forall j \in J \) according to Equation (7) and construct maximum solution \( \hat{x} \).
The pseudo code computer algorithm is developed for this step and is given in appendices. Using this
code, computer program can be constructed to obtain maximum solution \( \hat{x} = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_p) \in \hat{X}(A, b) \).

Step 2. Check the feasibility \( A \odot x = b \), if yes, go to next step, otherwise stop and the problem has no
solution.

Step 3. Find the index set \( J_i = \{j \in J | a_{ij}, \odot x_j = b_i\}, \forall i \in I \).

Step 4. Find the minimal solution set \( \tilde{X}(A, b) \) as given in section 3.

Step 5. Define average cost vector \( \tilde{c}^T \) and \( \tilde{e}^T \) according to (14).

Step 6. Compute \( \tilde{z}_i = \tilde{c}_i^T \hat{x}, \forall l = 1, 2, \ldots, p \) and \( \tilde{z}_i = \tilde{e}_i^T \hat{x} \) for all minimal solutions.

Step 7. Calculate for all minimal solutions \( Z_i = \tilde{z}_i + \tilde{z}_i \).

Step 8. Compute \( \bar{Z}_i = \tilde{z}_i + \tilde{z}_i \) for maximum \( \tilde{z}_i \) and \( \underline{Z}_i = \tilde{z}_i + \tilde{z}_i \) for minimum \( \tilde{z}_i \).

Step 9. Put the values in Eq. (21), and solve the reduced problem

\[
\min \lambda = \sum_{l=1}^{p} d_l^{-}
\]

subject to
\[
-Z_i + Z_i(x) + (Z_i - Z_i) d_i^{-} \geq 1 \quad l = 1, 2, \ldots, p
\]
\[A \odot x = b,\]
\[0 \leq x_i \leq 1\] \hspace{1cm} (22)

and compromise optimal solution of the problem is obtained.
5. Numerical example

Illustration 1. Consider the following MOPP with FREs constraints as:

\[ \max \{ Z_1(x), Z_2(x), Z_3(x) \} \]

where \( Z_i(x) = c_i^T x \), \( Z_2(x) = c_i^T x \), \( Z_3(x) = c_i^T x \)

subject to

\( A x = b \),
\( 0 \leq x_i \leq 1 \)

where \( A = \begin{bmatrix} 0.5 & 0.8 & 0.9 & 0.3 & 0.85 & 0.4 \\ 0.2 & 0.2 & 0.1 & 0.95 & 0.1 & 0.8 \\ 0.8 & 0.8 & 0.4 & 0.1 & 0.1 & 0.1 \\ 0.1 & 0.1 & 0.1 & 0.1 & 0.1 & 0.1 \end{bmatrix} \)

with \( m = 4 \) and \( n = 6 \). \( C_1^T = (3, 4, 1, 1, -1, 5) \), \( C_2^T = (1, 1, 1, 1, -1, 1) \), \( C_3^T = (1, 2, 3, 4, -1, 5) \), \( b = (0.8, 0.6, 0.5, 0.1)^T \).

Step 1. For the above given \( A \) and \( b \), using constructed pseudo computer algorithm given in appendices, we find:
\( \hat{x} A @ b = (0.5, 0.5, 0.85, 0.6, 1, 0, 0.6) \).

Step 2. \( \hat{x} \) is feasible, since \( \hat{x} A b \).

Step 3. For \( I = \{1, 2, 3, 4\} \), \( J_1 = \{3, 5\} \), \( J_2 = \{4, 6\} \), \( J_3 = \{1, 2\} \), \( J_4 = \{1, 2, 3, 4, 5\} \)

Step 4. \( s = 8 \) and the minimal solutions are:
\( \tilde{x}^{(1)} = (0.0, 0.0, 0.0, 0.0, 0.0, 0.85, 0.6, 0.0, 0.6) \),
\( \tilde{x}^{(2)} = (0.0, 0.5, 0.0, 0.0, 0.6, 0.85, 0.0, 0.0, 0.0) \),
\( \tilde{x}^{(3)} = (0.0, 0.0, 0.5, 0.85, 0.0, 0.0, 0.0, 0.0, 0.0) \),
\( \tilde{x}^{(4)} = (0.0, 0.0, 0.5, 0.85, 0.0, 0.0, 0.0, 0.0, 0.0) \),
\( \tilde{x}^{(5)} = (0.5, 0.0, 0.0, 0.0, 0.0, 0.85, 0.0, 0.0, 0.0) \),
\( \tilde{x}^{(6)} = (0.0, 0.0, 0.0, 0.0, 0.0, 0.85, 0.0, 0.0, 0.0) \),
\( \tilde{x}^{(7)} = (0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0) \),
\( \tilde{x}^{(8)} = (0.5, 0.0, 0.0, 0.0, 0.0, 0.85, 0.0, 0.0, 0.0) \).

Step 5. \( c_1^T = (3, 4, 1, 1, 0.5) \) and \( c_2^T = (0.0, 0.0, 0.0, -1.0) \); \( c_3^T = (1, 1, 1, 1, 0.1) \) and \( c_4^T = (0.0, 0.0, 0.0, -1.0) \); \( c_5^T = (1, 2, 3, 4, 0.5) \) and \( c_6^T = (0.0, 0.0, 0.0, -1.0) \).

Step 6. \( z_1 = c_1^T \tilde{x} = 7.95 \); \( z_2 = c_2^T \tilde{x} = 3.05 \); \( z_3 = c_3^T \tilde{x} = 8.40 \). For all minimal solutions (computed in step 4), the values of \( z_1 = c_1^T \tilde{x} \) are \(-0.85, -0.85, 0.0, 0.0, -0.85, -0.85, 0.0, 0.0, 0.0\), the values of \( z_2 = c_2^T \tilde{x} \) are \(-0.85, -0.85, 0.0, 0.0, 0.0, -0.85, 0.0, 0.0, 0.0\), and the values of \( z_3 = c_3^T \tilde{x} \) are \(-0.85, -0.85, 0.0, 0.0, 0.0, -0.85, 0.0, 0.0, 0.0\) respectively.

Step 7. The values of objective functions \( z_1 = z_1 + \bar{z}_1 + \bar{z}_2 = \bar{z}_2 + \bar{z}_2 \) and \( z_3 = z_3 + \bar{z}_3 \) with corresponding solutions respectively are

\( x^{(2)} = (0.5, 0.5, 0.85, 0.6, 0.85, 0.0, 0.85, 0.0, 0.85) \), \( z_1 = 7.10 \); \( z_2 = 2.20 \); \( z_3 = 7.55 \)
\( x^{(2)} = (0.5, 0.5, 0.85, 0.6, 0.85, 0.0, 0.85, 0.0, 0.85) \), \( z_1 = 7.10 \); \( z_2 = 2.20 \); \( z_3 = 7.55 \)
\( x^{(2)} = (0.5, 0.5, 0.85, 0.6, 0.85, 0.0, 0.85, 0.0, 0.85) \), \( z_1 = 7.10 \); \( z_2 = 2.20 \); \( z_3 = 7.55 \)
\( x^{(2)} = (0.5, 0.5, 0.85, 0.6, 0.85, 0.0, 0.85, 0.0, 0.85) \), \( z_1 = 7.10 \); \( z_2 = 2.20 \); \( z_3 = 7.55 \)
\( x^{(2)} = (0.5, 0.5, 0.85, 0.6, 0.85, 0.0, 0.85, 0.0, 0.85) \), \( z_1 = 7.10 \); \( z_2 = 2.20 \); \( z_3 = 7.55 \)

Step 8. \( \max(z_1) = \bar{z}_1 = 7.95 \); \( \max(z_2) = \bar{z}_2 = 3.05 \); \( \max(z_4) = \bar{z}_4 = 8.40 \); \( \max(z_5) = \bar{z}_5 = 7.10 \);
\( \min(z_2) = \bar{z}_2 = 2.20 \); \( \min(z_3) = \bar{z}_3 = 7.55 \)

Step 9. Construction of membership functions as given in Eq. (18) as:
Step 10. Using the proposed FGP model as given in Eq. (20), the problem reduces to

\[
\min \lambda = d_1^i + d_2^i + d_3^i
\]

subject to

\[
\begin{align*}
3x_1 + 4x_2 + x_3 + x_4 - x_5 + 5x_6 + 0.85d_1^i & \geq 7.10 \\
x_1 + x_2 + x_3 + x_4 - x_5 + x_6 + 0.85d_2^i & \geq 2.10 \\
x_1 + 2x_2 + 3x_3 + 4x_4 - x_5 + 5x_6 + 0.85d_3^i & \geq 7.55
\end{align*}
\]

\[A \theta x = b\]

\[x \geq 0\]

Solving this L.P.P, the compromise solution of MOLPP is \[x^* = (0.5, 0.5, 0.85, 0.6, 0.0, 0.6)\] with values \[z_1 = 7.95, z_2 = 3.05\] and \[z_3 = 8.40\] with \[\lambda = 0.52941\]. Also the values of membership functions achieved are: \[\mu_1(Z_1(x)) = 1, \mu_2(Z_2(x)) = 1, \mu_3(Z_3(x)) = 1\]. Note that using technique suggested by Jain and Lachhwani (2009) for solution of above problem, the compromise optimal solution of this problem thus will be: \[x^* = (0.5, 0.5, 0.85, 0.6, 0.0, 0.6)\], with values \[z_1 = 7.95, z_2 = 3.05\] and \[z_3 = 8.40\]. Also the values of membership functions achieved are: \[\mu_1(Z_1(x)) = 0, \mu_2(Z_2(x)) = 0, \mu_3(Z_3(x)) = 0\].

Illustration 2. Consider the following MOPP with FREs constraints as:

\[
\max \{Z_1(x), Z_2(x)\}
\]

where \[Z_1(x) = c_1^T x, \quad Z_2(x) = c_2^T x\]

subject to

\[A \theta x = b\]

\[0 \leq x_i \leq 1\]

with

\[
A = \begin{bmatrix}
0.5 & 0.8 & 0.9 & 0.3 & 0.85 & 0.4 \\
0.2 & 0.2 & 0.1 & 0.95 & 0.1 & 0.8 \\
0.8 & 0.8 & 0.4 & 0.1 & 0.1 & 0.1 \\
0.1 & 0.1 & 0.1 & 0.1 & 0.1 & 0.1
\end{bmatrix}
\]

and \[m = 4, \quad n = 6\]

\[C_1^T = (3, 4, 1, 1, -1, 5), \quad C_2^T = (1, 1, 1, 1, -1, 1), \quad b = (0.85, 0.6, 0.5, 0.1)\]

Using the proposed methodology, the problem reduces to

\[
\min \lambda = d_1^i + d_2^i
\]

subject to

\[
\begin{align*}
3x_1 + 4x_2 + x_3 + x_4 - x_5 + 5x_6 + 0.85d_1^i & \geq 7.10 \\
x_1 + x_2 + x_3 + x_4 - x_5 + x_6 + 0.85d_2^i & \geq 2.10
\end{align*}
\]

\[A \theta x = b\]

\[x \geq 0\]
Solving this L.P.P, the compromise solution of MOLPP is \[ x^* = x^{(3)}, x^{(4)}, x^{(7)}, x^{(8)} \] with values \( z_1 = 7.95 \) and \( z_2 = 3.05 \). Also the values of membership functions achieved are: \( \mu_1(Z_i(x)) = 1, \mu_2(Z_j(x)) = 1, \mu_3(Z_k(x)) = 1 \).

Note that using technique suggested by Jain and Lachhwani (2009) for solution of above problem, the compromise optimal solution of this problem thus will be: \[ x^* = x^{(3)}, x^{(4)}, x^{(7)}, x^{(8)} \] with values \( z_1 = 7.95 \) and \( z_2 = 3.05 \). Also the values of membership functions achieved are: \( \mu_1(Z_i(x)) = 0, \mu_2(Z_j(x)) = 0, \mu_3(Z_k(x)) = 0 \).

Comparison tables (table 1 and table 2) show that the proposed FGP approach is more efficient than technique suggested by Jain and Lachhwani (2009) in context of achieving values of membership functions. Also the proposed FGP approach requires less computational works as compared to the technique suggested by Jain and Lachhwani (2009) because the proposed technique does not require to compute the distance function \( d_l(x) = \frac{|Z_l - Z_l(x)|}{\sum_{i=1}^{p} q_l^2 i^2} \) and \( p = \sup \{d_l \} \forall l = 1, 2, ..., p \). This reduces lots of computational works in proposed FGP approach.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Comparison of membership function values for example 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed FGP approach</td>
<td>Solution technique by Jain and Lachhwani (2009)</td>
</tr>
<tr>
<td>( z_1 = 7.95, \mu_1(z_1) = 1 )</td>
<td>( z_1 = 7.95, \mu_1(z_1) = 0 )</td>
</tr>
<tr>
<td>( z_2 = 3.05, \mu_2(z_2) = 1 )</td>
<td>( z_2 = 3.05, \mu_2(z_2) = 0 )</td>
</tr>
<tr>
<td>( z_3 = 8.40, \mu_3(z_3) = 1 )</td>
<td>( z_3 = 8.40, \mu_3(z_3) = 0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Comparison of membership function values for example 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed FGP approach</td>
<td>Solution technique by Jain and Lachhwani (2009)</td>
</tr>
<tr>
<td>( z_1 = 7.95, \mu_1(z_1) = 1 )</td>
<td>( z_1 = 7.95, \mu_1(z_1) = 0 )</td>
</tr>
<tr>
<td>( z_2 = 3.05, \mu_2(z_2) = 1 )</td>
<td>( z_2 = 3.05, \mu_2(z_2) = 0 )</td>
</tr>
</tbody>
</table>

6. Conclusions

An effort has been made to apply fuzzy goal programming approach to solve multiobjective programming problem with FRE’s as constraints to obtain the compromise optimal solution using the proposed methodology which is more efficient and requires less computational work as compared to the earlier technique. The main difficulty with the proposed methodology is to obtain feasible solution set of FRE’s. However, this computational work can be reduced using computer algorithm. Also the complexity in equations can be reduced using stepwise procedure for finding out all minimal solutions for the given system of FRE’s.
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Appendices

The pseudo code computer algorithm for the step 1 can be given as:

// M is the number of rows of matrix, N is the number of columns.
// A(10)(10) is the two dimensional matrix with 10 rows and 10 columns.
// B(10) is the one dimensional matrix with 10 elements.
// C(10) is the one dimensional matrix with 10 elements.
// X(10) is the one dimensional matrix with 10 elements.
// M, N, I, J are integer data types.

INPUT M
INPUT N
REM DEFINE MATRIXES
DIM A(M, N)
DIM B(M)
DIM C(M)
REM READ A MATRIX
FOR I = 1 TO M
FOR J = 1 TO N
INPUT A(I, J)
NEXT J
NEXT I
REM READ B MATRIX
FOR I = 1 TO M
INPUT B(I)
NEXT I
FOR J = 1 TO N
FOR I = 1 TO M
IF A(I, J) <= B(I) THEN
LET X(I) = 1
NEXT I
ELSE
LET X(I) = B(I)
END IF
LET C(J) = X(0)
FOR I = 1 TO M
IF C(J) > X(I) THEN
C(J) = X(I)
NEXT I
END IF
REM OUTPUT RESULT
FOR J = 1 to N
PRINT The Answer Matrix is following
PRINT C(J)
NEXT J