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ABSTRACT

From a wide variety of queuing models, the finite-capacity queuing models are the most commonly used, where arrival and service rates follow an exponential distribution. Based on two criteria of system cost and expected degree of customer satisfaction, the present study defines a new productivity rate index and evaluates the optimization of a queuing model with finite capacity. In queuing models, obviously, as the number of servers increases, the length of waiting lines decreases, the expected degree of customer satisfaction enhances, and obviously the system cost increases. This study deals with the mathematical relationships involved in the computations of these two criteria, and proposes a novel approach to determine an optimal number of servers by considering a decision-maker's priority and establishing a trade-off between criteria.

1. Introduction

In basic queuing models, unit arrivals are assumed to follow a Poisson distribution and service times are exponential. Some models have infinite capacity, while others are with finite capacity queues. Queuing models with finite capacities have been widely used for the real setting and, hence, they are of great importance. Such models deal with systems of finite capacity; meaning that the units involved in any system could not be exceeded by a given number, and if the system is at full capacity, the arrival of a new unit would not be authorized and it will be lost. Finite-capacity queuing models play an important role with many practical applications. To name a few studies, Balsamo et al. (2003) studied queuing network models to estimate the performance of software architecture. Takagi and Yoshino (2005) investigated the system capacity calculation for wireless systems. Moreover, Heragu and Srinivasan (2011), Smith (2003), Bocharov and Viskova (2005), Jain (2005), Gupta and Sikdar (2006), and Thomas (2006) provided practical researches in queuing models with finite-capacity.
Many studies have been conducted on the optimization of finite-capacity queuing models. Through the introduction of a multi-agent based bank queuing model, Zhang (2012) sought to optimize such problems. Lariviere and Porteus (2001) presented an analysis of price-only contracts for a special case of the newsvendor problem. Zhao et al. (2014) proposed a group of optimization models that aim at determining the number of servers, which is needed for net jobs with random process times and then they have achieved the optimal total expected costs for each model. Ziya et al. (2006) developed a lower bound to determine the optimal price for each service in blocking systems, and proved how optimal prices alter with changes in the size of waiting room or the system capacity. In this field and for optimal pricing policies, worthy efforts have also been made by Paschalidis and Liu (2002), Paschalidis and Tsitsiklis (2000), and Sumita et al. (2001).

Additionally, for the optimization of queuing models with finite-capacity, Ke and Wang (2002), and Wang and Ke (2000) applied a recursive method for, respectively, the study of N policy and the optimal control of an M/G/1 queuing system with finite capacity. Here, the N-policy means that when one customer is found in a system, then the server will stop its operations until N customer (N≥1) will enter the system. Chen (2007) proposed a mixed-integer nonlinear programming method for queuing problems and, then, applied it to calculate a proper service rate. Wesołek et al. (2006) optimized queuing models by using a multi-objective approach, in which the objective was to increase the level of customer satisfaction and minimize the number of servers. Sindal and Tokekar (2012) interested in analyzing of two queuing based call admission control schemes with a fuzzy based call admission controller model. The models developed were based on channel reservation scheme for handoff calls. Finite queuing scheme for handoff call was implemented in the first model whereas finite queuing for both handoff as well as new call was taken into account for the second model. The fuzzy call admission controller was used based on Mamdani inference scheme taking relative mobility of user and number of reserved channels for handoff calls as input parameters.

Prado and La Fuente (2007, 2008, and 2009) dealt with the optimization of queuing models, by considering priorities, selection of service rates, and profit. Also, for the optimized selection of the number of servers in finite-capacity queuing models, Prado and La Fuente (2008) developed a novel technique based on the expected degree of customer satisfaction. Note that the method proposed here has great limitations, since it relies only on the expected degree of customer satisfaction, thereby restricting its applications. Through the study of the optimization of finite capacity queuing systems, the current research provides an alternative approach to determine the optimal number of servers by considering two criteria, including the level of customer satisfaction and the total cost in a queuing system. It should be noted that this is more simple, comprehensive, and applicable method, from a practical viewpoint. The paper is presented as following:

Section 2 deals with a finite-capacity queuing model, describing the calculations for the probabilities of steady states. Section 3 explains how to determine the optimal number of servers. Next, Section 4 provides a numerical example, and ultimately, Section 5 draws the conclusion.

2. Finite-Capacity Queuing Model (M/M/m/K)

A finite-capacity queuing model (M/M/m/K) is composed of m servers, where all servers have the same service rate, equal to μ, and independent from the system status – i.e. the number of units involved in the system. In fact, intervals between the arrival and service times follow an exponential distribution with parameters λ and μ, respectively. An additional assumption is that when the number of units present in a queuing system equals the capacity of the system (denoted by K), then the arrival of a new unit will be impossible since the system is at full capacity, and it will be considered as a missing unit. The exit rate for this model is different from the arrival pattern; to put it differently, if the number of units is less than m, the exit rate is equal to nμ. However, when the number of units in the system is more than m, the exit rate equals mμ. Hence, we have:
\[
\mu_n = \begin{cases} 
  n\mu & n = 1, 2, \ldots, m-1 \\
  m\mu & n = m, m+1, \ldots, K \\
  0 & n > K 
\end{cases}, \quad 
\lambda_n = \begin{cases} 
  \lambda & n = 0, 1, \ldots, K-1 \\
  0 & n \geq K 
\end{cases}
\]

The relations given in Eq. (2) were introduced by Taha (2003) to compute the probabilities of steady states and performance indicators in a queuing model:

\[
\pi_0 = \left[ \sum_{n=0}^{m} \left( \frac{\lambda}{\mu} \right)^n \cdot \frac{1}{n!} + \left( \frac{\lambda}{m\mu} \right)^m \cdot \frac{1}{m!} \sum_{n=m+1}^{K} \left( \frac{\lambda}{m\mu} \right)^{n-m} \right]^{-1}
\]

\[
\pi_n = \begin{cases} 
  \left( \frac{\lambda}{\mu} \right)^n \cdot \frac{1}{n!} \cdot \pi_0 & 1 \leq n \leq m \\
  \left( \frac{\lambda}{m\mu} \right)^n \cdot \frac{1}{m^{n-m}} \cdot \pi_0 & m \leq n \leq k 
\end{cases}
\]

where \((\pi_0)\) represents the probability of a null system, while \((\pi_n)\) represents the probability of involving \(n\) units in the system, shown as below:

The average queue length \((L_q)\) and the average waiting time in the queue \((W_q)\) are computed as follows,

\[
L_q = \frac{\pi_0}{m!} \cdot \left( \frac{\lambda}{\mu} \right)^m \sum_{n=m+1}^{K} (n-m) \cdot \left( \frac{\lambda}{m\mu} \right)^{n-m},
\]

\[
W_q = \frac{L_q}{\lambda(1-\pi_n)}.
\]

The average number of units \((L)\) and the average waiting time in the system \((W)\) are as follows,

\[
L = \sum_{n=0}^{m-1} n \cdot \pi_n + L_q + m(1 - \sum_{n=0}^{m-1} \pi_n),
\]

\[
W = \frac{L}{\lambda(1-\pi_n)}.
\]

3. Determination of Optimal Number of Servers

The present study aims to determine the optimal number of servers with regards to two criteria; namely, the expected degree of customer satisfaction and the total cost of utilization of the server. Hence, we will first discuss the methodology for calculating these two criteria. Next, two criteria will be used to develop a method in order to determine the optimal number of servers.

3.1 Expected Degree of Customer Satisfaction

The underlying idea for the degree of customer satisfaction is that when the number of units waiting in a queue or system is low at the arrival time, the degree of customer satisfaction is high, and vice versa. Prado and La Fuente (2008) proposed a novel method to obtain the degree of customer satisfaction, where it is determined based on the queue length seen by an arriving customer. In this case, the arriving customers show higher levels of satisfaction when they see short queues, a normal satisfaction for moderate length of the queue, and lower levels of satisfaction for long queues. These terms “short”,
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“moderate” and “long” used to describe the queue length have comparative and theological concepts, so the authors defined the queue by using the fuzzy set theory as the following fuzzy states:

\[ \tilde{A} = \text{Short Queue}, \tilde{B} = \text{Moderate Queue}, \tilde{C} = \text{Long Queue}. \]

\( \tilde{A}, \tilde{B}, \) and \( \tilde{C} \) represent the fuzzy states for the fuzzy partition \( X = (X_0, X_1, \ldots) \), where \( X_i \) shows an state of \( i \) customers involved in the system. Based on the principles of Zadeh Extension (Zadeh, 1965, 1971, 1973, 1974, 1975, 1983, 1997), the fuzzy states of \( \tilde{A}, \tilde{B}, \) and \( \tilde{C} \) are defined as below:

\[ \tilde{A} = \{(0, \mu_{\tilde{A}}(0)), (1, \mu_{\tilde{A}}(1)) \ldots (K, \mu_{\tilde{A}}(K))\} \]

\[ \tilde{B} = \{(0, \mu_{\tilde{B}}(0)), (1, \mu_{\tilde{B}}(1)) \ldots (K, \mu_{\tilde{B}}(K))\} \]

\[ \tilde{C} = \{(0, \mu_{\tilde{C}}(0)), (1, \mu_{\tilde{C}}(1)) \ldots (K, \mu_{\tilde{C}}(K))\} \]

where, \( \mu_{\tilde{A}}, \mu_{\tilde{B}}, \) and \( \mu_{\tilde{C}} \) represent the membership functions for the fuzzy states \( \tilde{A}, \tilde{B}, \) and \( \tilde{C} \), respectively (Zimmermann, 1978, 1984, 1985, 2001). Hence, \( \mu_{\tilde{A}}(i) \) shows the degree of possibility for \( \tilde{A} \) (the short queue) when there are \( i \) customers in the system. According to the rules of fuzzy partitions, the following relation is to be met for definitions of short, moderate, and long queues:

\[ \mu_{\tilde{A}}(i) + \mu_{\tilde{B}}(i) + \mu_{\tilde{C}}(i) = 1, i = 1, 2 \ldots K \]

(5)

where \( \pi_{\tilde{A}}, \pi_{\tilde{B}}, \) and \( \pi_{\tilde{C}} \) denote the chance of arriving in a short, moderate and long queue for a new customer. Prado and La Fuente (2007) presented the following formula to calculate the probabilities of fuzzy states:

\[ \pi_{\tilde{A}} = \sum_{n=0}^{K} \pi_n \cdot \mu_{\tilde{A}}(n) \]

\[ \pi_{\tilde{B}} = \sum_{n=0}^{K} \pi_n \cdot \mu_{\tilde{B}}(n) \]

\[ \pi_{\tilde{C}} = \sum_{n=0}^{K} \pi_n \cdot \mu_{\tilde{C}}(n) \]

(6)

Finally, they defined the utility values of \( u_1, u_2, \) and \( u_3 \) as to represent the degrees of customer satisfaction with – respectively - short, moderate, and long queues. Also, the relation below was provided to calculate the expected degree of customer satisfaction:

\[ \text{EDCS} = (u_1 \cdot \pi_{\tilde{A}}) + (u_2 \cdot \pi_{\tilde{B}}) + (u_3 \cdot \pi_{\tilde{C}}) \]

(7)

3.2 Total Cost of Server Utilization

Obviously, increasing the number of servers leads to reducing the number of waiting units in the queuing system, and thereby increasing system costs. Selecting an optimal number of servers without taking the cost into consideration will not necessarily result in accurate and applicable outcomes, as this criterion is among the most important parameters which affect decisions. This paper proposes the following relation to compute the cost of server utilization:

\[ \text{Total cost} = \text{Fixed cost} + \text{Variable cost} + \text{Opportunity cost} \]

(8)

The “fixed cost” reflects the cost which is not directly dependent to the number of servers; it is defined per all servers or some by the system manager. However, the variable cost is the cost with exactly a linear relationship to the number of servers. As stated before, when the system is at full capacity, no new arrival is allowed and this charges the system with a lost opportunity cost. Here, the following relation is suggested to compute the variable and lost opportunity costs:
Variable Cost = \( m \times Y_1 \), Opportunity Cost = \( \lambda \times \pi_k \times Y_2 \) \hspace{1cm} (9)

where, \( Y_1 \) is the cost of server utilization per hour, and \( Y_2 \) is the average opportunity cost per customer.

In the real world, note that it is not quite simple to estimate total costs, and sometimes impossible by using this relation. Through describing the criterion of total costs, the purpose is not to develop Eq. (8) to estimate the cost of server utilization; rather, this study seeks to introduce a methodology to obtain an optimal number of servers by estimating the expected degrees of customer satisfaction and total costs per different numbers.

3.3 Optimal Number of Servers

The queuing model presented here has a finite capacity; i.e. the optimal number of servers can take the values 1, 2, 3, up to \( K \) (the size of system capacity) and no constraint is allowed. The values of expected degree of customer satisfaction are estimated per different numbers of servers in order to obtain an optimal number of servers. Next, the products are normalized. To do this, the values are divided by the largest number calculated. Hence, the number of servers with greatest degree of customer satisfaction is found the highest value; it is 1.

Then, the system costs are estimated in terms of various numbers of servers (from 1 to \( K \)) and the results are normalized. In this case, the smallest cost value obtained in the calculations per different number of servers is divided by each value of the system costs. So, the number with lowest system costs is given the highest value; it is 1. These two criteria are, indeed, normalized so that the normalized criteria would be given the highest value when the system cost is contributed to the lowest rate and the customer satisfaction is at the greatest level.

In order to determine the optimal number of servers, the current study applies two criteria of normalized system cost and normalized degree of customer satisfaction to present the productivity rate (PR) as a decision-making index as below:

\[
\text{Productivity Rate} = (W_1 \times \text{Normalized EDCS}) + (W_2 \times \text{Normalized SC})
\hspace{1cm} (10)
\]

where, \( W_1 \) and \( W_2 \) denote the weights of the expected degree of satisfaction and the system cost.

The PR index shows a direct relationship with both normalized criteria. It means that higher degrees of customer satisfaction and lower system costs will result in a greater value for this decision-making index. Therefore, the optimal number of servers is a definite number and it is equal to the number per which the ER index receives the largest value. Moreover, according to Eq. (10), it is clear that we can assume different weights for customer satisfaction and system costs criteria as to obtain an optimal number of servers.

4. Numerical Example with Sensitivity Analysis

This section presents a numerical example to further explain how the optimal number of servers is determined, discussing the exact steps. Then, the sensitivity analysis is proposed to determine the parameters affecting greatly the model. Consider the M/M/m/10 finite-capacity queuing model, where the arrival and service rates are 40 and 10 units per hour, respectively. The system has a limited capacity by 10 units. The cost of server utilization is equal to 2000 monetary units per hour, the lost opportunity cost is equal to 15 monetary units per hour, and the fixed cost of server utilization is defined as below:

\[
\text{Fixed cost} = \begin{cases} 
5000 & 1 \leq n < 5 \\
5500 & 5 \leq n < 9 \\
7000 & 9 \leq n \leq 10 
\end{cases}
\]
Also, suppose the utility values of $u_1 = 0.95$, $u_2 = 0.5$, and $u_3 = 0.05$. The fuzzy states of $\tilde{A}$, $\tilde{B}$, and $\tilde{C}$ are defined as the following fuzzy partitions:

\[
\tilde{A} = \{(0,1), (1,1), (2,1), (3,0.7), (4,0.3)\}, \quad \tilde{B} = \{(3,0.3), (4,0.7), (5,1), (6,1), (7,0.6), (8,0.2)\}
\]

\[
\tilde{C} = \{(7,0.4), (8,0.8), (9,1), (10,1)\}
\]

Moreover, the decision maker intends to allocate the weighting values of 0.4 for the expected degree of customer satisfaction, and of 0.6 for the system cost. The data are summarized as below:

\[
\lambda = 40, \mu = 10, K = 10, Y_1 = 200, Y_2 = 15, u_1 = 0.95, u_2 = 0.5, u_3 = 0.05, W_1 = 0.4, W_2 = 0.6.
\]

To obtain the optimal number of servers, it is necessary to estimate the probabilities of steady states ($\pi_0, \pi_1 \ldots \pi_{10}$) per all serves by Eq. (2). Table 1 shows the computational results.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Limiting Probabilities of System per Multiple Servers</th>
</tr>
</thead>
<tbody>
<tr>
<td>m = 1</td>
<td>$\pi_0 = 0.0000$</td>
</tr>
<tr>
<td></td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>0.0033</td>
</tr>
<tr>
<td></td>
<td>0.0102</td>
</tr>
<tr>
<td></td>
<td>0.0152</td>
</tr>
<tr>
<td></td>
<td>0.0173</td>
</tr>
<tr>
<td></td>
<td>0.0181</td>
</tr>
<tr>
<td></td>
<td>0.0184</td>
</tr>
</tbody>
</table>

Then, $\pi_{\tilde{A}}$, $\pi_{\tilde{B}}$, and $\pi_{\tilde{C}}$ are calculated by using Eq. (6), and Eq. (8) is used to determine and normalize the expected degrees of customer satisfaction in terms of $m = 1, \ldots, m$ servers. Table 2 shows the summarized data of the estimations.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Values of $\pi_{\tilde{A}}$, $\pi_{\tilde{B}}$, and $\pi_{\tilde{C}}$, and Normalized Degrees of Customer Satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>m = 1</td>
<td>$\pi_{\tilde{A}} = 0.0001$</td>
</tr>
<tr>
<td></td>
<td>0.0083</td>
</tr>
<tr>
<td></td>
<td>0.0823</td>
</tr>
<tr>
<td></td>
<td>0.2407</td>
</tr>
<tr>
<td></td>
<td>0.3596</td>
</tr>
<tr>
<td></td>
<td>0.4103</td>
</tr>
<tr>
<td></td>
<td>0.4277</td>
</tr>
<tr>
<td></td>
<td>0.4331</td>
</tr>
<tr>
<td></td>
<td>0.4344</td>
</tr>
<tr>
<td></td>
<td>0.4347</td>
</tr>
</tbody>
</table>

According to Table 2, N EDCS represents the normalized values for the expected degrees of customer satisfaction. Now, the system costs are to be determined per all servers by using Eq. (15) and Eq. (16). Table 3 provides the results.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Normalized Values of System Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>m = 1</td>
<td>$\text{Fixed cost} = 5000$</td>
</tr>
<tr>
<td></td>
<td>$\text{Fixed cost} = 5000$</td>
</tr>
<tr>
<td>m = 2</td>
<td>$\text{Fixed cost} = 5000$</td>
</tr>
<tr>
<td>m = 3</td>
<td>$\text{Fixed cost} = 5000$</td>
</tr>
<tr>
<td>m = 4</td>
<td>$\text{Fixed cost} = 5000$</td>
</tr>
<tr>
<td>m = 5</td>
<td>$\text{Fixed cost} = 5500$</td>
</tr>
<tr>
<td>m = 6</td>
<td>$\text{Fixed cost} = 5500$</td>
</tr>
<tr>
<td>m = 7</td>
<td>$\text{Fixed cost} = 5500$</td>
</tr>
<tr>
<td>m = 8</td>
<td>$\text{Fixed cost} = 5500$</td>
</tr>
<tr>
<td>m = 9</td>
<td>$\text{Fixed cost} = 5500$</td>
</tr>
<tr>
<td>m = 10</td>
<td>$\text{Fixed cost} = 5000$</td>
</tr>
</tbody>
</table>
Finally, the productivity rate is estimated for all numbers of servers. As seen from Table 4, the optimal number of servers is equal to 6, because this value results in the highest PR index (0.8867). Also, according to Table 1, the rate of missing customers per six servers ($\pi_{10}$) is 1.95 percent, which is an acceptable rate. Meanwhile, the performance indicators for the optimal model M/M/6/10 include:

$L_q = 0.3190$, $L = 4.2411$, $W_q = 0.081$ and $W = 0.2163$.

Now, in order to carry out the sensitivity analysis and to determine sensitive parameters, we change the parameters of the arrival rate, service rate, and variable cost separately in the range of 10 to 50 percent, and estimate again the optimal number of servers. As seen from Table 5, the more sensitive parameters include the service and arrival rates; with 50% change of two criteria, the number of servers changes by 2 units.

Fig. 1 shows the optimal number of servers per 0 to 50 % changes in the arrival and service rates.
It should be noted that the model demonstrated no sensitivity to changes in the variable and lost opportunity costs per customer, since the number of servers is just increased by 1 unit for almost 50% changes in the variable cost. Moreover, 50% changes in the lost opportunity cost requires no changes in the number of servers.

5. Conclusion

The present study has aimed to determine an optimal number of servers with simultaneous regarding the system cost and degree of customer satisfaction. To this end, the productivity rate index was introduced which demonstrated a direct relationship with the normalized values of these two criteria. In order to normalize the values, these criteria are assigned greater values (max. 1) with decreased system costs and increased customer satisfaction. Further, in the relation proposed to estimate the PR index, unequal values can be allocated to the criteria, and this is considered as an advantage for the current methodology. In fact, to improve the flexibility and adaptability of the proposed method with thoughts of a decision maker, the decision maker is responsible to select weighting values (relative significance) for the criteria. Finally, the study provided the sensitivity analysis for the queuing system in order to determine which parameters were sensitive. The results indicated that the arrival and service rates were the most sensitive parameters, while the rest showed almost equal, albeit not effective, impact on the queuing system.

As a final note, this study provided several advantages, including: investigating two criteria of system cost and expected degree of customer satisfaction at the same time, allocation of unequal weights for decision criteria, and introducing the PR index.
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