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 All projects require a structure to meet project requirements and achieve established goals. This 
framework is called project management. Therefore, project management plays an important role 
in national development and economic growth. Project management includes various knowledge 
areas such as project integration management, project scope management, project schedule 
management, etc. The article focuses on the resource-constrained project scheduling known as 
problem so- called the resource-constrained project scheduling problem (RCPSP). The RCPSP 
is a part of schedule management. The standard RCPSP has two important constraints, resource 
constraints and precedence relationships of activities during project scheduling. The objective of 
the problem is to optimize and minimize the project duration, subject to the above constraints. In 
this paper, we develop a convolutional neural network approach to solve the standard single 
mode RCPSP. The advantage of this algorithm over conventional methods such as metaheuristics 
is that it does not need to generate many solutions or populations. In this paper, the serial schedule 
generation scheme (SSGS) is used to schedule the project activities using an evolved 
convolutional neural network (CNN) as a tool to select an appropriate priority rule to filter out a 
candidate activity. The evolved CNN learns according to the eight project parameters, namely 
network complexity, resource factor, resource strength, average work per activity, etc. The above 
parameters are the inputs of the network and are recalculated at each step of the project planning. 
Moreover, the developed network has priority rules which are the outputs of the developed neural 
network. Therefore, after the learning process, the network can automatically select an 
appropriate priority rule to filter an activity from the eligible activities. In this way, the algorithm 
is able to schedule all project activities according to the given project constraints. Finally, the 
performance of the Convolutional Neural Network (CNN) approach is investigated using 
standard benchmark problems from PSPLIB in comparison to the MLFNN approach and 
standard metaheuristics. 
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1. Introduction 

This article deals with the resource-constrained project scheduling is known problem, so-called the resource-constrained 
project scheduling problem (RCPSP). Since the mentioned problem is defined in the context of project schedule, we should 
know about the project definition and its specifications. A project is defined as a temporary attempt or endeavor undertaken 
to create a unique product, service, or result. Projects are defined or undertaken to meet objectives and achieve results. 
Project objectives may result in one or more outcomes, e.g., a unique product, a unique result, or a unique combination of 
products, etc. Some examples of projects include building infrastructure, creating software, conducting research, developing 
a service, etc. It is true that a project is a time-limited endeavor, but its results can be a process or the processes after the 
project ends (GUIDE Sixth Edition, 2017; PMBOK GUIDE Seventh Edition, 2021). 
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A project needs a structure to achieve the set objectives. This framework is called project management, i.e., project 
management is defined as the application of knowledge tools, skills, and techniques to project activities to meet project 
requirements. Project management consists of various knowledge areas, such as project integration management, project 
scope management, project schedule management, and others. As mentioned earlier, project schedule management is one 
of the areas of project management that includes the processes used to manage the timely completion of the project. Two 
of these processes are called sequence activities and develop schedules. The importance of the sequence activities process 
is that this process establishes the logical sequence of project activities in order to achieve the greatest efficiency, 
considering all the constraints of the project. The process of developing a schedule is the investigation of the sequence of 
activities, duration, resource requirements, and schedule constraints to obtain the schedule model for project execution 
(PMBOK GUIDE Sixth Edition, 2017). In this research, we concentrate on the project schedule management knowledge 
area.  

A project is represented in science by two types of project schedule network diagrams, called activity-on-node (AoN) and 
activity-on-arc (AoA). This research benefits from the activity-on-node (AoN) diagram to drive calculations and explain 
the structure of a project. This type of network diagram represents the order in which activities should be scheduled 
according to the existing logical precedence between project activities. An activity-on-node diagram (AoN) usually consists 
of nodes representing activities and arrows showing the relationships between the activities (Golab, Gooya, Alfalou, & 
Cabon, 2022; Koulinas, Kotsikas, & Anagnostopoulos, 2014). 

The resource-constrained project scheduling problem (RCPSP) is academically similar to the stated processes called 
sequence activities and developing schedules to obtain a project schedule. The RCPSP focuses on determining an order of 
activities to minimize and optimize project duration given project constraints, i.e., precedence relations between activities 
and resource constraints. The standard RCPSP is represented by the set 𝐴 =  {1, . . . , 𝑖} of activities constrained by two types 
of constraints. The constraints are so-called precedence relations through activities and resource constraints, in particular 
renewable resources. 

The standard RCPSP is mathematically defined by four equations, where Eq. (1) states the standard objective of the problem, 
which is to optimize or minimize the project duration considering the two main constraints. Eq. (2) ensures that all priority 
relationships between activities are satisfied during the project schedule. This equation explains that activity 𝑖 cannot be 
begun until its immediate predecessors are fully completed. Eq. (3) states that the first and last tasks are dummy activities 
and milestones with zero duration.  There is a set of renewable resources 𝑅 =  {1, . . . , 𝑟} during project execution and all 
activities require 𝑢  units per time for execution. Eq. (4) represents the second respectable constraint of the RCPSP , which 
is to consider the available resource quantities period by period. Therefore, the feasibility of resources during the project 
schedule is achieved (Bouleimen & Lecocq, 2003; Kolisch & Hartmann, 2006; Koulinas, Kotsikas, & Anagnostopoulos, 
2014; Roy & Sen, 2019; Golab, Sedgh Gooya, Alfalou, & Cabon, 2022). The defined elements are presented in Table 1. 

min 𝑓  (1) 

subject to  𝑓 ≤  𝑓 −  𝑑                         ∀ 𝐴 ,𝐴 ∈ 𝑃𝑟𝑒𝑑 (2) 𝑓 = 0 ,𝑑 = 0 ,𝑑 = 0       the activities 1 and n are dummy activities or milestones    (3) ∑ 𝑢∈  ≤  𝑈                    ∀ 𝑡 = 1, … , 𝑓   and ∀  𝑟 ∈ 𝑅   (4) 

Table 1 
 The definitions of employed elements in the standard RCPSP 

Element Definition 𝐴 The set of project activities that consist of the activities with duration 𝑑𝑖 and 𝑖 = 1, 2, 3, ..., 𝑛. 
The activities 1 and n are dummy or milestones. 𝑅 The set of 𝑅 =  {1, . . . , 𝑟}  represents the renewable resources required to project execution. 𝑈  The available quantities of renewable resource 𝑟 𝑓  The finish time of activity 𝑖 𝑓  The finish time of activity 𝑗, which is the immediate successors of activity 𝑖 𝑃𝑟𝑒𝑑 The set of 𝑃𝑟𝑒𝑑 consisting of ordered pairs (𝐴 ,𝐴 ) shows that 𝐴  is an immediate successor 
of 𝐴   𝑢  The amount of renewable resource 𝑟 consumed by activity 𝑖 in the period 𝑡. 

 



A. Golab et al.  / Decision Science Letters 12 (2023) 
 

227

Several researchers have attempted to develop meta-heuristics to solve the problem. However, there is a lack of investigation 
of the RCPSP using new techniques such as neural networks (Golab, Gooya, Alfalou, & Cabon, 2022). In the following, 
we mention some related articles that employed the meta-heuristics to solve the RCPSP. One solution method, called the 
self-adaptive genetic algorithm, has been proposed, where the algorithm benefits from the well-known activity list 
representation and considers two different decoding methods to minimize the makespan of the project (Hartmann, 2002). A 
hybrid genetic algorithm (HGA) has been proposed for the resource constrained project scheduling problem (RCPSP). The 
proposed research introduces many changes in the genetic algorithm paradigm. The developed algorithm proposes a 
crossover operator specific to the RCPSP, a local improvement operator, a new parent selection method, and a two-phase 
strategy technique (Valls, Ballestín, & Quintanilla, 2008). The proposed genetic algorithm introduces modifications to the 
standard genetic algorithm, such as a new selection operator to filter out the parents to be recombined, a new two-point 
crossover operator with a specific crossover order, and a linearly decreasing probability- based on linear decreasing 
probability (Liu, Liu, Shi, & Li, 2020). For more information on meta-heuristic and related articles, we address the review 
article provided by (Golab, Gooya, Alfalou, & Cabon, 2022). 

Some researchers have also proposed algorithms based on neural networks. In the following, we mention related articles. 
Augmented neural networks were developed to solve the task scheduling problem. The algorithm consists of a hybrid of 
heuristics and neural networks. The objective of the problem is defined as minimizing the project duration when scheduling 
n jobs on m machines (Agarwal, Pirkul b, & Jacob b, 2003). A neural network based heuristics was proposed to minimize 
the project duration. The algorithm is integrated with the scheduling scheme to automatically select the appropriate priority 
rules for project scheduling (Shou, 2005). A neurogenetic approach has been proposed in which the algorithm is composed 
of neural networks and genetic algorithms. In the proposed approach, the search process is performed by GA iterations to 
perform the global search, and NN iterations are employed for the local search. The GA search iterations and the NN are 
interleaved in such a way that the NN can select the best solution from the GA pool. In addition, the suitable solutions 
obtained by the NN search are included in the GA population to be used in the GA iterations (Agarwal, Colak, 2011). An 
artificial neural network has been used to plan 240 projects such as offices, schools, etc. that are designed under limited 
resources. Three priority rules labelled latest finish time, minimum slack time, and maximum remaining path length are 
used to determine the amount of resources for these projects (Özkan & Gulçlçek, 2015). The training performance of a feed-
forward neural network was studied on the standard RCPSP, where the artificial neural network learns based on eight 
parameters computed as inputs and priority rules as outputs (Golab, Sedgh Gooya, Alfalou, & Cabon, 2022). A multilayer 
feed-forward neural network (MLFNN) was developed to deal with the standard single-mode RCPSP. The presented 
MLFNN learns based on eight factors, namely average work per activity, percentage of work remaining, etc. as inputs and 
identified priority rules as outputs. The proposed algorithm benefits from the serial schedule generation scheme as a 
schedule decoding function (Golab, Sedgh Gooya, Alfalou, & Cabon, 2022). 

In this article, we employ a convolutional neural network (CNN) approach to solve the standard resource constrained project 
scheduling problem (RCPSP). For this purpose, the developed convolutional neural network (CNN) is fed with eight project 
parametric characterizations to select an appropriate priority rule as the output of the CNN. Therefore, at each scheduling 
step, the procedure can select an appropriate activity based on the selected priority rule among the eligible activities. The 
selected activity is added to the project schedule. The algorithm proceeds to schedule all the activities of the project 
considering the given project constraints. We also benefit from the serial schedule generation scheme as a function to the 
decoding function. 

The main body of the article is organized as follows. In Section 2, the convolutional neural network is explained, including 
the developed convolutional neural network, the inputs called project parametric characterizations, and the priority rules 
representing the outputs of the developed CNN. In Section 3, the algorithm used is presented. The computational analysis 
is presented in section 4. Finally, a conclusion is drawn. 

2. Convolutional neural network (CNN) 
 

In this section, an overview of convolutional neural networks and their components is given. Following this part, the 
developed convolutional neural network with its inputs and outputs is explained. 

2.1 Overview of convolutional neural network 

Artificial neural networks (ANN) are flexible mathematical models and powerful machine learning methods that originally 
emerged from the functional structure of the human brain. These networks simulate the learning mechanism in the biological 
organism, where billions of interconnected neurons process data in parallel. Artificial neural networks consist of 
computational units called neurons. The neurons process data while interconnected by adoptable weight connections. 
Artificial neural networks are a popular and helpful model for classification, prediction, optimization, clustering, etc.(Svozil, 
Kvasnicka, & Pospichal, 1997; Wang , 2003; Choi, Coyner, Kalpathy-Cramer, Chiang, & Campbell, 2020). 
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Artificial neural networks are divided into two groups: feed forward neural networks and feed backward neural networks. 
In this context, we focus on feed forward neural networks. A feed-forward neural network (FFNN) is an algorithm that 
consists of ordered layers similar to the neural processing units of the human brain. In this type of neural network, each unit 
or neuron in one layer is connected to the other neurons in the other layers. The connections between neurons are not all the 
same, as each connection can have a different weight. The weights of the network connections determine the possible part 
of the knowledge of the network  (Abiodun, et al., 2018; Choi, Coyner, Kalpathy-Cramer, Chiang, & Campbell, 2020). 

A crucial feature of neural networks is the selection of an appropriate network size for a given problem. The network size 
explains the number of layers in a network, the number of neurons per layer, and the number of connections between neurons 
(Aggarwal, 2018). The prediction accuracy of a neural network also depends on the type of activation function or transfer 
function employed in the NN. Activation functions are functions employed to calculate the weighted sum of inputs and 
biases. In other words, activation functions are used to control the outputs of neural networks in different domains. 
Activation functions assist in learning complicated mappings between inputs and corresponding outputs. These functions 
transfer the input signals to the output signals. Therefore, activation functions dynamically shape the network and give it 
the ability to extract complicated information from the data. Therefore, the network can apply the backpropagation 
optimization strategy to calculate the errors or losses related to the weights and optimize the weights using gradient descent 
or other optimization techniques to reduce the errors (Sagar, Sharma, & Athaiya, 2017; Nwankpa, Ijomah, Gachagan, & 
Marshall, 2018). In the developed convolutional neural network (CNN), we use the relu activation function, which is 
explained below. 

In this research, we focus on convolutional neural networks (CNN), which is a kind of feedforward neural network to solve 
the problem. A convolutional neural network (CNN) is one of the remarkable networks in the field of Deep Learning, which 
is capable of extracting features from data with convolutional structures. In a CNN, each neuron benefits from local 
connections, i.e., each neuron is not connected to all neurons of the previous layer, but only to a small number of neurons, 
which helps to reduce parameters and speed up convergence. There is also weight sharing between a group of connections, 
which can lead to further reduction of parameters. In addition, there are pooling layers that are able to reduce the amount of 
data while preserving useful information by reducing the dimensions (down sampling). This phenomenon can reduce the 
number of parameters by removing trivial features (Li, Liu, Yang, Peng, & Zhou, 2021). 

In general, in a convolutional neural network (CNN), data is input directly into the network, then layers or stages of 
convolution and pooling do the process. The processed data feeds one or more fully linked layers, as in a regular neural 
network. Finally, the last output of the fully connected layer is the desired output (Rawat & Wang, 2017).  

The CNN architecture consists of three layers: Convolutional layer, pooling layer, and fully linked layer. The convolutional 
layer is the main design unit of a convolutional neural network. This layer controls the output of the associated inputs in the 
receptive field. This output is achieved by kernels that are convolved over the data by computing the dot product between 
the input and filter values, creating an activation map using this filter. In this way, the CNN can quickly learn the appropriate 
filters to activate when a particular type of feature is observed at a particular position on the input. The main task of the 
pooling layer is to reduce the spatial size of the representation in order to reduce the number of parameters and computations 
in the model. This not only increases the speed of the calculations, but also avoids the problem of overfitting. The most 
common form of pooling layer is called max pooling. As mentioned earlier, fully connected layers are the standard neural 
network, which attempts to make predictions or classifications. This layer obtains the full connections through each neuron 
in that part of the network (Rawat & Wang, 2017; Aloysius & Geetha, 2017; Dhillon & Verma, 2020; Li, Liu, Yang, Peng, 
& Zhou, 2021). 

CNNs are basically learned in a supervised manner through the so-called backpropagation algorithm (BP), which involves 
two phases. The first phase is the forward phase, and the second phase is the backward phase. In the forward phase, the 
activation functions are propagated from the input layer to the output layer, and in the backward phase, the detected errors 
between the detected actual value and the target value are back propagated in the output layer to upgrade the weights and 
bias values (Aggarwal, 2018; Kiranyaz, et al., 2021). 

2.2 Developed convolutional neural network 

It has been shown that convolutional neural networks (CNNs) are formed in different types of layers. These layers consist 
of a series of interconnected neurons that benefit from activation functions. In addition, the neural network is fed with data 
through the input layer. As presented in Fig. 1, the developed CNN is fed with eight different data. The input layer includes 
eight different parameters, which are explained in detail in the next section. The parameters mentioned are average work 
per activity, percentage of remaining work, percentage of unscheduled activities, percentage of remaining successors, 
average units per day, network complexity, resource factor, and resource strength. The inputs of the CNN are recalculated 
at each stage of project scheduling to characterize the new subproject or new step; in this way, the conditions for selecting 
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an eligible activity for project scheduling are prepared. For example, in a project with 62 activities, there are 62 scheduling 
phases or steps, so these parameters or the inputs are recalculated 62 times to characterize the subprojects. 

 

Fig. 1. The developed convolutional neural network(CNN) is composed of eight inputs as input layer, convolutional and 
fully connected layers, and the output layer. 

The output layer of the developed convolutional neural network consists of priority rules, which are detailed in sections 2-
4. First, eleven priority rules are set for the output layer. The task of the outputs or priority rules is to select an eligible 
activity from the list of eligible activities at each step of project scheduling by assigning a value to the eligible activities. 
For example, if the output of the network is the latest finish time (LFT), the activity with the minimum finish time is selected 
for scheduling. To check the performance of the developed CNN, a different number of neurons or priority rules is assigned 
to the output layer.  

If no activation function is used in a convolutional neural network, the output would be just a simple linear function. 
Therefore, we need to apply the activation function to dynamically build the network and give it the ability to extract 
complex data. For this purpose, the relu activation function is embedded in the developed convolutional neural network. 
The so-called relu is a nonlinear activation. This function is capable of calculate mathematically as 𝑓(𝑥) = max (0, 𝑥), and 
this function is widely used in neural networks. This activation function is used for the convolutional and fully connected 
layers of the developed CNN. 

As mentioned earlier, the developed network is verified with eleven, seven, five, four and three priority rules as outputs of 
the developed convolutional neural network. The obtained training performance results are reported in Table 3, Table 4 and 
Table 5.     

2.3  The inputs of  the developed convolutional neural network: project parametric characterizations 

The inputs of the developed convolutional neural network are eight project parametric characterizations. These parameters 
characterize the structure of the project network. They were named network complexity (NC), resource factor (RF), and 
resource strength (RS), and were re-explained by (Kolisch, Sprecher, & Drexl, 1995). These parameters explain the 
constraints of the average number of successors per unscheduled activities, the average proportion of resources requested 
per activity, and the measurement of the availability of resources during the project execution, receptively (Sprecher & 
Kolisch, 1997). In addition, we use other parameters introduced by (Golab, Sedgh Gooya, Alfalou, & Cabon, 2022), namely 
average work per activity, percentage of remaining work, percentage of unscheduled activities, percentage of remaining 
successors, and average units per day, which can be calculated using the project data. All parameters are used to calculate 
the factors of a complete project, but they can be modified to equip the scenarios of partial schedules, which means that in 
each stage of the project schedule the mentioned parameters are recalculated to characterize the new phase or sub-project. 
The inputs of the developed CNN are calculated according to the formulas below. Also, the definitions of the elements used 
are represented in Table 2. 
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Network complexity (NC) = ∑ 𝑆  ∈ |𝑈𝑆|   (5) 

Resource factor (RF) = | | | |∑ ∑ 1      𝑖𝑓  𝑢 > 00      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    ∈ ∈  (6) 

Resource strength (RS) =  ∑ 𝑈 −𝑈 𝑈 − 𝑈∈  (7) 

Average work per activity (AWA) = ∑ 𝑤 ∈ |𝑈𝑆|   (8) 

Percentage of remaining work (PRW) = ∑ 𝑤 ∈ 𝑊 (9) 

Percentage of unscheduled activities (PUA) = |𝑈𝑆| |𝐴| (10) 

Percentage of remaining successors (PRS) = ∑ 𝑆 ∈ ∑ 𝑆 ∈    (11) 

Average units per day (AUD) = ∑ 𝑤 ∈ ∑ 𝑑 ∈  (12) 

Table 2 
 The definitions of employed elements in the formulas’ parameters 

Element Definition 𝐴 Set of project activities 𝑈𝑆 Set of unscheduled activities 𝑈  Available quantities of the renewable resource 𝑟 𝑈  Maximum quantity of the resource 𝑟 𝑈  Minimum quantity of the resource 𝑟 𝑊 Total work-content of the project 𝑤  Work-content of activity 𝑖 calculated by 𝑤 =  𝑑 ∗ 𝑢  𝑑  Duration of activity 𝑖 𝑆  Number of the immediate successors of activity 𝑖 
 

2.4 The outputs of the developed convolutional neural network: priority rules 

The outputs of the developed convolutional neural network are rules, called priority rules. These rules are employed to 
select an eligible activity among the eligible activities contained in the available decision set. The priority rules select 
activities according to their selection criteria for project scheduling. To select an eligible activity, a priority rule assigns 
values to the eligible activities available in the decision or eligible set. The assigned values are used to select an eligible 
activity according to the selection criteria, which can be the minimum or maximum value. Different priority rules will result 
in the selection of different activities and consequently different project duration results obtained depending on the project 
specifications, such as the number of resources. If there is more than one activity with the same assigned value through 
eligible activities, it is practical to randomly select the activity with the smallest activity label. Therefore, it is key to use an 
appropriate priority rule that selects an activity among the eligible activities during the project schedule (Ulusoy & Özdamar, 
1989; Olaguíbel & Goerlich, 1989; Kolisch, 1996; Kolisch & Hartmann, 1999; Özkan & Gulçlçek, 2015). For more 
information about the priority rules, we refer you to the article written by (Golab, Sedgh Gooya, Alfalou, & Cabon, 2022).  

As reported in Table 2, there are different priority rules classified by their selection criteria. We use these priority rules as 
outputs of the developed convolutional neural network. 

Table 2 
The priority rules and their selection criteria 

Priority rules selection criteria 
Earliest start time (EST) Min 
Latest start time (LST) Min 

Earliest finish time (EFT) Min 
Latest finish time (LFT) Min 

Shortest processing time (SPT) Min 
Total resource demand (TRD) Min 
Total resource scarcity (TRS) Min 
Most total successors (MTS) Max 

Minimal slack (MSLK) Min 
Greatest rank positional weight (GRPW) Max 

Weighted resource utilization ration and precedence (WRUP) Max 
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3. Algorithm 
 

The algorithm uses a schedule generation scheme as a function to generate and decode a feasible schedule. In general, there 
are two particular schedule generation schemes (SGS) for generating feasible schedules, called serial schedule generation 
scheme (SSGS) and parallel schedule generation scheme (PSGS). For further explanation and better understanding of the 
differences between these two schemes, the reader is referred to the article by Kolisch and Hartmann (1999). The developed 
algorithm benefits from the serial schedule generation scheme (SSGS), which generates active schedules that contain at 
least a feasible or optimal solution. The SSGS can construct a sequence of activities that leads to one feasible or optimal 
schedule because the SSGS always generates feasible schedules (Koulinas, Kotsikas, & Anagnostopoulos, 2014; Golab, 
Sedgh Gooya, Alfalou, & Cabon, 2022). 

The serial schedule generation scheme is composed of n steps during project schedule, where n refers to the steps or the 
number of project activities. For instance, in a project with 62 activities, there are 62 scheduling phases or steps. Therefore, 
these eight inputs or parameters are recalculated 62 times to characterize the new subprojects. The SSGS benefits from three 
sets are called the un-scheduled set 𝑈𝑆 , the eligible set 𝐸  and the scheduled set 𝑆 which should be updated at each step 
or iteration of scheduling. Therefore, an unscheduled activity can be a member of the eligible set if its predecessors were 
scheduled. Also, an eligible activity can be a member of the scheduled activity if it has been scheduled (Kolisch & Hartmann, 
1999; Golab, Sedgh Gooya, Alfalou, & Cabon, 2022). 

The developed convolutional neural network is trained by the created dataset to determine the optimal weights before the 
project scheduling process begins. The weights are used for the computations of the network to select an appropriate output 
or priority rule at each step of scheduling.  

The scheduling process is initialized with a partial schedule containing only the dummy start activity at time zero. Then, 
the inputs or eight parameters are recalculated, resulting in the selection of a priority rule at each iteration or step of the 
project schedule. In the proposed algorithm, the selection of a priority rule as output is the task of the developed 
convolutional neural network (CNN). The selected priority rule assigns values to the eligible activities, which leads to the 
selection of an eligible activity from the eligible set 𝐸  according to the selection criteria. Then, the selected activity is 
added to the project schedule at the earliest possible time that is feasible in terms of both precedence and resource 
availability. The algorithm continues to schedule all the activities of the project. In this way, the project duration, which is 
the final objective of the problem, is determined at the end of the algorithm. For better understanding, the reader refers to 
Fig. 2, which explains the process of the developed algorithm. 

 

Fig. 2. The flowchart shows the explained algorithm. The process starts with training based on the created dataset and 
continues with scheduling all project activities to determine the final project duration. 
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4. Computational analysis 

In this section, the obtained results and the related discussions about the research are presented. The obtained results include 
the training performance results of the developed convolutional neural network and the comparative results. Also, the 
strengths and weaknesses of the developed CNN and algorithm are mentioned below. 

4.1 Convolutional neural network training performance results and discussion 

The developed convolutional neural network is trained with the created dataset using the projects of PSPLIB. To create the 
dataset, all eight project parametric characterizations are calculated at each stage of the selected PSPLIB projects. The 
dataset feeds the developed CNN. To determine the output column of the dataset for each phase or subproject, the priority 
rule that gives a minimum project duration in that phase of scheduling is selected. 

we need to equalize the initial dataset to achieve better performance of the developed convolutional neural network (CNN). 
This means that after balancing the initial dataset, the number of priority rules as outputs in the final dataset is the same. 

The performance of the convolutional neural network is verified with eleven, seven, five, four, and three priority rules or 
neurons as the output layer. Since the size of the network also matters, the developed convolutional network was analyzed 
with one, two and three convolutional layers and three fully connected layers and different number of epochs of 500, 1000 
and 2000. The developed CNN was run 10 times for each mode to determine the average training performance. 

The training performance results are reported in Table 3, Table 4 and Table 5. The goal of the training process of the 
developed CNN is to find the optimal set of weights that will help to obtain the correct output. Therefore, the inputs, the 
outputs, the test sets and the required parameters must be initialized before training. 

Table 3 
 Training performance of developed convolutional neural network (CNN) with one convolutional layer 

Priority rules used for output layer convolutional 
layers Epoch 

Min 
accuracy 

Max 
accuracy 

 Average 
accuracies 

Three priority rules are used as outputs: 
EST, LST and EFT 

1 500 55% 60% 57% 
1 1000 58% 67% 62% 
1 2000 65% 72% 68% 

 Four priority rules are used as outputs: 
 EST, LST, EFT and LFT 

1 500 50% 55% 53% 
1 1000 57% 67% 61% 
1 2000 62% 70% 67% 

 Five priority rules are used as outputs: 
 EST, LST, EFT, LFT and MTS 

1 500 47% 53% 50% 
1 1000 56% 61% 58% 
1 2000 62% 68% 65% 

 Seven priority rules are used as outputs: 
 EST, LST, EFT, LFT, MTS, TRD and PT 

1 500 44% 56% 47% 
1 1000 46% 55% 51% 
1 2000 53% 64% 59% 

 Eleven priority rules are used as outputs: 
 EST, LST, EFT, LFT, MTS, TRD, PT, GRPW, ST, WRUP and 

TRS 

1 500 36% 50% 43% 
1 1000 41% 52% 44% 
1 2000 44% 58% 51% 

 

 Table 4 
 Training performance of developed convolutional neural network (CNN) with two convolutional layers 

Priority rules used for output layer convolutional 
layers Epoch Min 

accuracy 
Max 

accuracy 
 Average 

accuracies 

Three priority rules are used as outputs: 
EST, LST and EFT 

2 500 60% 69% 64% 
2 1000 67% 71% 69% 
2 2000 68% 74% 70% 

 Four priority rules are used as outputs: 
 EST, LST, EFT and LFT 

2 500 61% 65% 63% 
2 1000 66% 70% 67% 
2 2000 66% 71% 68% 

 Five priority rules are used as outputs: 
 EST, LST, EFT, LFT and MTS 

2 500 55% 64% 60% 
2 1000 61% 68% 64% 
2 2000 62% 69% 65% 

 Seven priority rules are used as outputs: 
 EST, LST, EFT, LFT, MTS, TRD and PT 

2 500 52% 60% 56% 
2 1000 59% 67% 63% 
2 2000 62% 74% 65% 

Eleven priority rules are used as outputs: 
EST, LST, EFT, LFT, MTS, TRD, PT, GRPW, ST, WRUP and 

TRS 

2 500 46% 57% 51% 
2 1000 47% 62% 56% 
2 2000 44% 63% 55% 
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Table 5 
 Training performance of developed convolutional neural network (CNN) with three convolutional layers 

Priority rules used for output layer convolutional 
layers 

Epoch Min 
accuracy 

Max 
accuracy 

 Average 
accuracies 

Three priority rules are used as outputs: 
EST, LST and EFT 

3 500 65% 72% 68% 
3 1000 67% 73% 70% 
3 2000 69% 73% 71% 

 Four priority rules are used as outputs: 
 EST, LST, EFT and LFT 

3 500 66% 70% 68% 
3 1000 66% 69% 67% 
3 2000 66% 70% 68% 

 Five priority rules are used as outputs: 
 EST, LST, EFT, LFT and MTS 

3 500 65% 68% 66% 
3 1000 64% 69% 66% 
3 2000 66% 71% 68% 

 Seven priority rules are used as outputs: 
 EST, LST, EFT, LFT, MTS, TRD and PT 

3 500 58% 65% 61% 
3 1000 62% 65% 64% 
3 2000 62% 69% 66% 

 Eleven priority rules are used as outputs: 
 EST, LST, EFT, LFT, MTS, TRD, PT, GRPW, ST, WRUP 

and TRS 

3 500 49% 61% 55% 
3 1000 54% 66% 58% 
3 2000 53% 61% 56% 

 

To obtain the optimal weights, 80% of the data from the balanced dataset were used for training the developed CNN, and 
20% of the data, which is the remaining data, was assigned to the testing process. In addition, the learning rate and batch 
size parameters were set to 0.0007 and 64, respectively. 

We confirm the priority rules with probability greater than 0.5 at each stage of scheduling as the final output of the developed 
CNN. According to the obtained training performance results, it is obvious that the performance of the developed 
convolutional neural network (CNN) increases when the fixed number of outputs is reduced. For instance, the probability 
of selecting the correct priority rule is higher when three neurons are used as outputs than when eleven neurons were used. 

4.2 Comparative results and discussion 

The goal of this research is to employ a convolutional neural network (CNN) embedded in an algorithm to solve the resource 
constrained project scheduling problem (RCPCP). The superiority of the proposed algorithm over evolutionary methods or 
metaheuristics is that it is not necessary to generate many populations or solutions. The developed CNN trains the weights 
only once, and the obtained weights are then used to schedule all project instances. 

The developed CNN and training performance were illustrated in the previous section. The algorithm is applied to schedule 
the standard instances after training the developed convolutional neural network. The standard problem instances included 
projects with four types of renewable resources and 60 and 120 activities selected from the PSPLIB. 

The obtained results are presented in the form of an average percentage of deviations from the lower bound based on the 
critical path for the project instances with 60 activities and 120 activities. The critical path lower bound just addresses the 
sequencing of all the activities of a project according to their precedence relations. This means that if a project is scheduled 
only according to the precedence relations, which is the first constraint of the problem, the obtained project duration 
corresponds to the critical path lower bound. 

Table 6 represents the competitive results for 181 instances of J60 and 160 instances of J120. In general, the competitive 
results confirm that the CNN developed in this paper performs better than the  MLFNN developed in another article. The 
results summarized in Table 6 also show that the average deviations from the critical path lower bound are better when the 
performance of the developed convolutional neural network (CNN) increases. In section 4-1, it was mentioned that the 
performance of the developed CNN improves when the number of outputs used is reduced. 

Table 7 summarizes comparative results for J60 standard instances. These results confirm that the developed CNN 
embedded in the algorithm achieves average deviations of 16.57%, 15.97%, and 16.19% when the developed CNN benefits 
from three, four, and five neurons as outputs for J60, respectively. These are not the best results, but they can be quite 
competitive. Table 8 shows the comparative results for J120 standard instances. The obtained results confirm that our 
algorithm achieves better performance in handling larger projects. The average deviations are 38.39%, 37.77% and 39.48% 
when the developed CNN employs three, four and five neurons as outputs for J120 instances, respectively. The comparative 
results in Table 8 present that the selection of the priority rules by the developed CNN leads to sufficiently competitive 
results. 
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The results obtained are not the best among other results obtained by other researchers, but the advantage of the proposed 
algorithm over evolutionary methods or metaheuristics is that it is not necessary to generate many solutions or populations, 
on the contrary, the project can be scheduled only by generating a sequence activity. 

The results obtained confirm that the performance of the proposed procedure and the solutions obtained can be improved. 
We suggest that the results can be improved by selecting appropriate priority rules as outputs and developing more neural 
networks. Another suggestion is to use the proposed algorithm for scheduling the specialized projects. This means that the 
results can be more competitive if the training dataset is specialized. 

Table 6 
Percentage of average deviations from critical path lower bound for the J60 and J120. The average deviations obtained 
by our algorithm using the CNN approach, represent that the CNN approach performs better compared to the MLFNN 
approach developed in another article. 

Priority rules used for output layer 

Number of activities 
60 120 

Approach 
CNN 

approach 
MLFNN 
approach 

CNN 
approach 

MLFNN 
approach 

Three priority rules are used as outputs: 
EST, LST and EFT 16.57 15.97 38.39 37.77 

Four priority rules are used as outputs: 
EST, LST, EFT and LFT 15.97 16.28 37.77 39.74 

Five priority rules are used as outputs: 
EST, LST, EFT, LFT and MTS 16.19 47.04 39.48 89.61 

Seven priority rules are used as outputs: 
EST, LST, EFT, LFT, MTS, TRD and PT 20.48 45.59 53.06 86.39 

Eleven priority rules are used as outputs: 
 EST, LST, EFT, LFT, MTS, TRD, PT, GRPW, ST, WRUP and TRS 63.33 58.96 124.72 117.42 

 

Table 7 
The percentage of average deviations from critical path lower bound for the J60 obtained by our algorithm represents 
that they are not the best but can be competitive. 

Reference Algorithm Deviation 

Our algorithm CNN approach  
(Three neurons used as outputs) 16.57 

Our algorithm CNN approach  
(Four neurons used as outputs) 15.97 

Our algorithm CNN approach  
(Five neurons used as outputs) 16.19 

(Golab, S. Gooya, Alfalou, & Cabon, 2022) MLFNN approach  
(Three neurons used as outputs) 15.97 

(Golab, S. Gooya, Alfalou, & Cabon, 2022) MLFNN approach  
(Four neurons used as outputs) 16.28 

(Valls, Ballestin, & Quintanilla,  2008) Hybrid GA 11.56 
(Alcaraz & Concepción, 2001) Genetic Algorithm NA 

(Hartmann, 2002) Genetic Algorithm 12.21 
(Nonobe & Ibaraki, 2002) Tabu Search 12.97 

(Koulinas, Kotsikas, & Anagnostopoulos, 2014) Particle Swarm Optimization-HH 11.74 
(Bouleimen & Lecocq, 2003) Simulated Annealing  12.75 

(Mendes, Gonçalves, & Resende, 2009) Genetic Algorithm 11.72 
(Chen, Shi, Teng, Lan, & Hu, 2010) Hybrid (ACO and SS) 11.75 
(Agarwal, Colak, & Erenguc, 2011) Neurogenetic 11.51 
(Mobini, Mobini, & Rabbani, 2011) Artificial Immune Algorithm 11.17 

(Gonçalves, Resende, & Mendes, 2011) Genetic Algorithm 11.56 
(Wang & Fang, 2012) Hybrid Estimation of Distribution Algorithm 11.44 
(Chen R.-M. , 2011) Particle swarm optimization 12.03 

(Ziarati & Akbari, 2011) Bee Algorithms 12.55 
(Proon & Jin, 2011) Genetic Algorithm with Neighborhood Search 11.35 

(Liu, Liu, Shi, & Li, 2020) Genetic Algorithm 11.74 
(Zamani, 2017) Genetic Algorithm 11.61 

(Lim, Ma, Rodrigues, & Tan, 2013) Hybrid Genetic Algorithm 11.73 
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Table 8 
The percentage of average deviations from critical path lower bound for the J120 obtained by our algorithm shows that 
they are not the best, but sufficiently competitive. 

Reference Algorithm Deviation 

Our algorithm CNN approach  
(Three neuron used as outputs) 38.39 

Our algorithm CNN approach  
(Four neuron used as outputs) 37.77 

Our algorithm CNN approach  
(Five neurons used as outputs) 39.48 

(Golab, S. Gooya, Alfalou, & Cabon, 2022) MLFNN approach  
(Three neuron used as outputs) 37.77 

(Golab, S. Gooya, Alfalou, & Cabon, 2022) MLFNN approach  
(Four neuron used as outputs) 39.74 

(Valls, Ballestin, & Quintanilla,  2008) Hybrid GA 34.07 
(Alcaraz & Concepción, 2001) Genetic Algorithm 39.36 

(Hartmann, 2002) Genetic Algorithm 37.19 
(Nonobe & Ibaraki, 2002) Tabu Search 40.86 

(Koulinas, Kotsikas, & Anagnostopoulos, 2014) Particle Swarm Optimization-HH 35.20 
(Bouleimen & Lecocq, 2003) Simulated Annealing  40.82 

(Mendes, Gonçalves, & Resende, 2009) Genetic Algorithm 35.87 
(Chen, Shi, Teng, Lan, & Hu, 2010) Hybrid (ACO and SS) 35.19 
(Agarwal, Colak, & Erenguc, 2011) Neurogenetic 34.65 
(Mobini, Mobini, & Rabbani, 2011) Artificial Immune Algorithm 30.04 

(Gonçalves, Resende, & Mendes, 2011) Genetic Algorithm 35.94 
(Wang & Fang, 2012) Hybrid Estimation of Distribution Algorithm 34.83 
(Chen R.-M. , 2011) Particle swarm optimization 35.71 

(Ziarati & Akbari, 2011) Bee Algorithms 37.72 
(Proon & Jin, 2011) Genetic Algorithm with Neighborhood Search 33.45 

(Liu, Liu, Shi, & Li, 2020) Genetic Algorithm 34.88 
(Zamani, 2017) Genetic Algorithm 34.59 

(Lim, Ma, Rodrigues, & Tan, 2013) Hybrid Genetic Algorithm 34.95 
 

5. Conclusion 
 

In this paper, an algorithm equipped with a convolutional neural network was proposed to deal with the resource-constrained 
project scheduling problem (RCPSP). As mentioned earlier, the superiority of the proposed algorithm over evolutionary 
methods or meta-heuristics is that it does not require generating populations or numerous solutions. On the contrary, the 
proposed algorithm generates a solution based on the trained CNN. The proposed convolutional neural network benefits 
from the eight inputs, called project parametric characterizations and a different number of priority rules as outputs. It is 
obvious that the project specifications change during the project schedule. Therefore, the performance of the priority rules 
in selecting an eligible activity depends on the project specifications, such as the existing project constraints. Therefore, 
different priority rules or activity selection methods are suitable for different types of subprojects or projects. Therefore, in 
this article, we developed a convolutional neural network with a set of priority rules as outputs to select an appropriate 
eligible activity for the characterized sub-project. 

The PSPLIB projects were used to create the dataset for training and testing the performance of the developed CNN. The 
training performance of the CNN was tested using the balanced data set after the parameters of the developed CNN were 
established. It was found that the performance of the CNN increased when the number of outputs was reduced. The duty of 
the convolutional neural network is to select a priority rule as an output after training the network. In this way, based on the 
selected priority rule, a suitable activity can be filtered from the list of eligible activities to be added to the project schedule. 
In the following, we applied the algorithm for scheduling the standard PSPLIB projects after training the CNN. The 
comparison results confirm that the results are competitive. 

Although the results obtained are not yet the best, we believe that the developed convolutional neural network has adequate 
performance to deal with the RCPSP. This study can encourage researchers to exploit potential improvements to use this 
kind of algorithm to schedule specialized projects. In addition, researchers can develop neural networks to deal with project 
scheduling problems. 
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