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 Bombardier Aerospace’s high performance aircrafts and services set the utmost standard for the 
Aerospace industry. A case study in collaboration with Bombardier Aerospace is conducted in 
order to estimate the target cost of a landing gear. More precisely, the study uses both 
parametric model and neural network models to estimate the cost of main landing gears, a 
major aircraft commodity. A comparative analysis between the parametric based model and 
those upon neural networks model will be considered in order to determine the most accurate 
method to predict the cost of a main landing gear. Several trials are presented for the design and 
use of the neural network model. The analysis for the case under study shows the flexibility in 
the design of the neural network model. Furthermore, the performance of the neural network 
model is deemed superior to the parametric models for this case study.         
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1. Introduction 

Will this be a feasible project? Do we know how much it will cost? Are we able to afford this? These 
are a series of questions on the minds of most people and especially management when they are 
considering either introducing a new product to the market, or even if they are considering purchasing 
a product. To have the ability to accurately predict any cost in the aerospace industry is of upmost 
importance in order to gain an advantage over its competitors and suppliers. The importance of 
having this capability is especially vital in the aerospace industry, due to the fact that some of those 
products cost several million dollars per ship set. Several case studies have been conducted showing 
the costs of products and projects are not properly allocated and tend to go over budget (Assaf & Al-
Hejji; 2006; Frimpong, 2000; Bounds, 1998; Murmann, 1994; Norris, 1971).  

Furthermore, determining target costs will have other benefits with respect to forecasting, scheduling, 
bidding, fact based negotiation and in making strategic decisions. This paper presents a case study, in 
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the form of an empirical study, carried out in collaboration with Bombardier Aerospace (BA). BA is 
well known as a global leader in the manufacturing and assembly of regional and business jets. 

There are a various numbers of tools, models and methodologies available in the cost estimation 
industry. A bottom up approach entails estimating the cost of each and every activity according to 
their manufacturing sequence, summing these activities and finally allocating appropriate overheads.  
On the other hand, the estimation techniques that are under study, more particularly parametric and 
neural networks (NN) are considered a top down approach . 

A top down approach takes into consideration the total effort of the project as a whole and assessing 
the most significant cost estimating relationship (CER), otherwise known as the target cost model. 
The two models previously mentioned will be developed and compared in order to estimate the target 
cost of a main landing gear (MLG) at BA. Authors such as Colmer et al. (1999), Bounds (1998) and 
Norris (1971) have emphasized on the importance of understanding the amount of resources, time, 
and cost required to complete a product. Even though this empirical study was a particular case at 
BA, the concepts and models used to estimate the cost of the MLG presented in this paper can be 
applied in any particular industry. The mathematical models presented in this paper can be used for a 
wide range of applications, such as cost estimations, make/buy decisions, project feasibility, and 
profitability for the company. 

The rest of the paper is organized as follows; Section 2 presents the methodology utilized. It also 
gives an overview of the component under study, the MLG. Section 3 introduces both the parametric 
and neural network models developed for predicting the target costs. It also discusses the prominent 
factors selected as the cost drivers. The development of both types of models along with a detailed 
analysis is presented in Section 4. Finally, the conclusions and suggestions for future research 
highlighted in Section 5. 

2. Methodology 

BA is interested in estimating the target costs of various commodities and systems for their aircrafts. 
Even though several preliminary models have been created and some are in the process of being 
developed, this paper shows a regression based parametric model and a NN model developed to 
estimate the costs of the MLGs, which is a new approach at BA.  

2.1 Landing Gear (LG) 

The undercarriage of an aircraft, commonly referred to as the landing gear, is utilized as an interface 
between the aircraft and the ground.  The complete landing gear assembly can be divided into sub-
systems. The main sub-systems are the MLG, nose landing gear, extension and retraction system, 
alternate release system, steering system and brake control system. The landing gear at BA is a major 
commodity in which absorbs roughly 5-10% of the overall cost of the aircraft. Therefore, to 
accurately predict its cost can serve as a great benefit. The focus of this paper is to develop target cost 
models for MLGs.  The main functions of the landing gear are to absorb loads upon landing, taxiing 
and braking.  The load during landing is absorbed by the gears and it is proportional to the maximum 
takeoff weight (MTOW). The MTOW, which is typically measured in the unit of pounds (lbs.), is the 
maximum allowable weight for an aircraft to take-off to meet the requirements of airworthiness 
authorities. 

3. Target cost estimation 

As previously mentioned, a comparative study was conducted for a regression based parametric 
model to a neural networks model. The basic theory of both methods is discussed in the section 
below. Both of these methods are used to predict the target costs of MLGs based upon certain input 
variables that were considered as cost drivers. 
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3.1. Cost drivers 

Upon researching, analyzing the technical specifications and speaking to experts in the field of 
landing gears, the following three factors, which are provided to a potential supplier to make a bid, 
were selected as the CER to estimate the target cost: 

1. Weight of the MLG 

2. Maximum takeoff weight (MTOW) 

3. Height of the MLG 

The weight of the MLG is measured in pounds. The MTOW has already been discussed in the 
previous section, and the height of the MLG, measured in inches, is the vertical height of the MLG 
when it is fully extended. 

3.2. Regression Based Parametric Models 

When a desired output, y depends on several input variables, as is the case in the problem under 
study, the multiple linear regression model (MLRM) can be utilized (Kutner et al., 2004). The basic 
equation of the MLRM is as follows: 

y=β0+β1X1+β2X2+ڮβjXj+ε  (1)

where, 

y, response dependent output on k predictor values 

βj, regression coefficient 

Xj, jth independent variable 

ε, is the error 

The parametric model shown below has been used recently in another similar application, to estimate 
the required design effort to complete a project had promising results (Salam et al., 2009, 2008; 
Bashir & Thomson, 2004). Furthermore, the generic model shown below has been previously 
validated with empirical evidence of Boehm (1991), and Walston and Felix (1977). 

ොݕ ൌ ߚ ଵܺ
 ఉభܺଶ

 ఉమ ڮ ܺ
 ఉ (2)

where ݕො is estimated target cost, Xm, mth is cost driver and βm, constant (weight) estimated from 
historical data. It should be noted that Eq. (2) is not a linear equation and is not in the suitable form of 
a MLRM. In order to overcome this problem, if the natural log (ln) is taken of both sides the equation 
will have the form shown in Eq. (3). 

ln (ݕො)= ln (β0) + β1 ln (X1) + β2 ln (X2) + … + βm ln (Xm) (3)

Now in its current form it is clear that Eq. (3) is in the proper form in order to carry out the 
regression, provided the natural log of the input variables are also taken. However, as the data set is 
small, the jackknife technique for regression models is applied to ameliorate the results. 

3.2.1 Jackknife technique 

The jackknife technique is used to determine the regression coefficients of each of the model 
parameters. This technique was originally a computer-based method for estimating biases and the 
standard errors. According to Efron and Tibshirani (1993), this technique is commonly used not only 
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to improve the problem of biased estimation due to small sample size, but also in situations where the 
distribution of the data is hard to analyze. In this technique, the data are divided into sub-samples, and 
the sub-samples are obtained by deleting one observation at a time. The calculations are carried out 
for each sub sample. Given a data set x = (x1, x2, x3, xn), the ith jackknife sample xi is defined to be x 
with the ith data point removed. The pseudo-values, Psi, are determined using the following equation: 

Psi = nsβ– (ns– 1)β-1 (4)
where, 

Psi, Pseudo-value for the entire sample, omitting sub-sample i 

ns, Number of sub-samples 

β, Least-squares estimator of the whole sample 

β-1, Least-squares estimator for the entire sample, omitting sub sample i 

The jackknife estimator  is determined as follows: 

෨ߚ ൌ
∑ ݏܲ

௦
ୀଵ

ݏ݊  
(5)

3.2 Complex Parametric Models 

The CNLM used in this research has the following notation. 

ොݕ ൌ ܽݔଵ
బ  ܽଵݔଶ

భ  ܽଶݔଷ
మ  ܿݔଵ

ௗబݔଶ
ௗభ  ܿଵݔଵ

ௗమݔଷ
ௗయ  ܿଶݔଶ

ௗరݔଷ
ௗఱ  ݁ݔଵ

బݔଶ
భݔଷ

మ (6)  

As was the case in the regression models, the terms xi represent the cost drivers, and remaining terms 
are the constants. As this equation is not in the form of a regression model, the constants will have to 
be determined analytically. The manner is determining the constants will be using the gradient 
descent algorithm (GDA). The GDA is an optimization tool to find the local minima of a function 
(Snyman, 2005). In order to determine the constants, the function to be minimized is the square error 
of the predicted versus the actual costs (ie.  ∑ሺݕ െ   .(ොሻଶݕ

The gradient,  for each of the constants will calculate the amount the constant has to be changed (ie. 
delta) in order to minimize the function, the square error. Furthermore, the value of the constant will 
be adjusted by multiplying it by a step rate, η. Each of the constants will be adjusted each iteration 
until the specified stopping criterion (ie. acceptable change in error) is fulfilled.  

Parametric CERs depend on a pre-determined cost function to establish the target cost. However, 
using non-parametric models such as the models based upon artificial intelligence, such as neural 
networks (NN) does not require pre-determined relationships. NN models have the ability of self-
determining relationships of the variables to predict the cost. Therefore, the next model developed is 
based upon NN, and is discussed in the following section. 

3.3 Neural Networks 

Multilayer NNs which are trained by back propagation, explained below, are amongst the most 
popular forms of NNs. They are able to classify data and approximate functions based on a set of 
sample data, known as the training data. In literature, it is shown that an NN with a single hidden 
layer and a non-linear activation function can approximate the decision boundaries of a wide range of 
complexity (Kecman, 2001). This property is used to investigate the applicability of neural networks 
for cost estimation of the MLGs for BA. The NN used in this study is depicted in Fig. 1.  

β~
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Fig. 1. The single hidden layer neural network used in this study 

An input vector representing the three cost drivers (see Section 3.1) is incident on the input layer. It is 
then distributed to the hidden layer and finally to the output layer via its weighted connections. As 
can be seen in the figure a bias neuron is also present. The bias neuron always outputs a unity without 
having an input. The bias neuron is very important, since the error-back propagation neural network 
without bias neuron for hidden layer will not learn (Kecman, 2001). Asides the bias neuron, each of 
the remaining neurons in the network operates by taking the sum of its weighted inputs and passing 
the result through a nonlinear activation function. This is shown mathematically in Eq. (6).  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
== ∑ −

j
ljlijili outwfnetfout 1,,,, )(

 

(6)   

where 

outi,l output of ith neuron in layer l 

 wj,i,l weight for the connection between jth neuron of layer l-1 and ith neuron of layer l 

f, nonlinear activation function. 

There are several conventionally used choices for this activation function. One of the most frequently 
used functions (Pandya & Macy, 1996), also used in this study, is the sigmoid function given in Eq. (7). 

Q
ineti

e
netf −

+

=

1

1)(

 

(7)  

The computational simplicity of the derivative of this function simplifies the formulation of the 
equations needed for the training process. Moreover, this function is bounded between ±1 ensuring 
that certain signals remain within a range and introduces non-linearity to the model. The termQ in 
this equation is referred to as the temperature of the neuron and it determines the shape of the 
sigmoid. It is used to tune the network in order to improve its convergence behavior. 

For the NN to be able to predict a cost given the three cost drivers as inputs, it must first be trained 
using a training set. The training is the process of a successive and a systematic adjustment of the 
weights in order to minimize a defined measure of error, which is typically the square error. In this 
process, each time an input vector p(the three cost drivers) from the training set is presented to the 
network, the difference between the desired and the actual output is computed and the each weight is 
adjusted by an amount ∆wj,i,l, given in Eq. (8).  

N1 N3 N5 

N2 N4 
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lipliplij Ow ,,,,,, ××=Δ δη  (8)

where η is learning rate, op,j,l is output of the jth neuron of layer l and δp,j,l error signal at the jth neuron 
of layer l. 

The error signal is computed using Eq. (9) for the neuron in the output layer.  

 )1()( 2,1,2,1,2,1,2,1,2,1, ppppp OOOt −××−=δ  (9)

It should be noted that tp,1,2is the desired value at the neuron in the output layer corresponding to the 
pth presentation of the training set vector. The training algorithm will try to obtain the output value as 
close as possible to tp,1,2 while minimizing the error. Eq. (10) is used to compute the error signal for 
the neurons in the hidden layer. 

 )1( 2,1,2,1,1,,1,,1,, jpjpjpjp wOO ××−×= δδ  
(10)  

This training algorithm is known as training by back-propagation, and the complete derivation of the 
algorithm can be seen in Pandya and Macy (1996). 

4. Data Analysis 

In order to conduct this empirical study using both the parametric and the NN model, historical data 
is required. Table 1 below shows the costs of thirteen MLGs along with the corresponding technical 
data for the three cost drivers for thirteen types of aircraft programs at BA. 

Table 1  
Historical data 

Program X1: Weight X2: MTOW X3: Height yi: Masked Cost 
1 335.77 33,000 111.16 63,816 
2 335.77 36,300 111.16 69,465 
3 389.97 43,000 111.54 73,794 
4 490.58 64,500 124.58 125,657 
5 199.58 37,850 43.29 78,516 
6 265.62 47,600 43.30 117,834 
7 328.81 53,000 40.85 104,635 
8 333.00 51,000 42.00 103,552 
9 532.00 72,750 54.80 103,173 

10 532.00 80,500 54.80 114,082 
11 594.00 85,970 55.00 102,595 
12 526.97 92,500 75.17 104,400 
13 526.97 98,000 75.17 104,408 

 

It should be noted that the “actual” costs are not revealed and are masked to protect confidential information. 
The manner the data is masked is important. The characteristics of the original data should be maintained, thus 
a masking technique developed in presented in Muralidhar et al. (1999) is utilized, and Bombardiers 
permission was obtained to use the masked data. For both of the types of models, sub-samples of the data were 
randomly generated, where ten programs were used to generate or train the model, and the remaining three 
were used for validation purposes. Three trials were conducted for this analysis. For the purpose of validation, 
the programs (6, 7, 13), (3, 7, 9), and (2, 8, 12)were removed from the data for Trials 1,2, and 3, respectively. 

4.1 Analysis Based on Regression 

For each trial a MLRM was carried out and it resulted in an equation to estimate the target cost of 
MLGs. The errors of the testing and validation data is obtained and will be further discussed in 
Section 4.3. Furthermore, with the MLRM, an analysis of variance (ANOVA) is conducted to see if 
the factors considered are significant. The confidence interval for significance is set at 90%.  The 
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procedure highlighted by Kutner et al. (2004) is used to determine the significant factors. If factors 
are considered insignificant the analysis is repeated by removing one factor at a time and the analysis 
is continuously repeated until only significant factors remain. The average generated equations to 
estimate the target costs are summarized in Table2 below. In all three of the trials there is only 1 
factor, MTOW which is rendered as the significant factor. 

Table 2  
Regression based parametric models for Trial 1 

  3, 1 2 3ˆln 5.16 0.25ln 0.70ln 0.03lnRMy x x x= − + + 
      2, 1 2ˆln 5.57 0.19 ln 0.64 lnRMy x x= − +

1, 2ˆln 5.88 0.51lnRMy x= + 
 

4.2. Analysis Based on Complex Parametric Models 

For modeling purposes, the values of input and cost data were normalized to facilitate in the 
convergence of the model.  

ଵݔ ՜ ଵሺሻݔ 1,000⁄  
ଶݔ ՜ ଶሺሻݔ 100,000⁄  
 

ଷݔ ՜ ଷሺሻݔ 1,000⁄  
ݕ ՜ ሺሻݕ 1,000,000⁄  

As mentioned in Section 3.2, the gradient descent algorithm (GDA) was used to determine the 
coefficients of the model. For all 3 Trials, using the GDA, the models converged and resulted in the 
following equations. 

ොேெ,் ଵݕ ൌ ଵݔ0.053
.ସ  ଶݔ0.189

.ସସ െ ଷݔ0.314
.ହଽ െ ଵݔ0.176

.ହݔଶ
.଼   

 ଵݔ0.179
.ଶଷݔଷ

.ଶ଼  ଶݔ0.180
.ହଽଶݔଷ

.ଶହ  ଵݔ0.331
.ହସݔଶ

.ହସସݔଷ
.ଽ 

(11) 

ොேெ,் ଶݕ ൌ ଵݔ0.104
.଼ଶ  ଶݔ0.304

.ହଶଷ െ ଷݔ0.428
.ସ଼ െ ଵݔ0.339

.ଵݔଶ
.ଽଵଷ   

 ଵݔ0.242
.ଶଷݔଷ

.ଶଶ  ଶݔ0.254
.ହ଼ସݔଷ

.ଵସ  ଵݔ0.402
.ହݔଶ

.ହଶଵݔଷ
.଼ସ 

(12) 

ොேெ,் ଷݕ ൌ ଵݔ0.139
.ଽଷ  ଶݔ0.257

.ହଵ െ ଷݔ0.408
.ସହଷ െ ଵݔ0.319

.ସݔଶ
.଼ହ   

 ଵݔ0.223
.ଶଶݔଷ

.ଵ଼  ଶݔ0.208
.ହସݔଷ

.ଵହ  ଵݔ0.364
.ହହݔଶ

.ହଶݔଷ
.଼଼ 

(13) 

4.3. Analysis Based on Neural Networks 

The NN analysis is carried out for all the 3 trials as the linear regression. For each of the trials the 
number of neurons in the single hidden layer is set at 5.  The temperatureQ is set at 0.9, and the 
learning rate η is set at 0.1. The stopping criterion, δ is the maximum value of acceptable error for the 
normalized training data. The value was determined by adjusting for each of the trials in order to 
minimize the maximum error of the testing and validation errors, the final selected value was 0.05. 
Furthermore, the maximum number of allowable iterations was set at 192,000,000 to prevent the 
model from “crashing” if no convergence is obtained. The value of delta was set at Fig. 2 depicts the 
corresponding plot of the data showing the actual (Data) versus the prediction (NN) for both the 
training and validation points for Trail 1. In the plot shown in Fig. 2, we can see that the NN is able to 
make a good prediction both on the training and the validation points. Such interesting results are also 
obtained in the others trials. This shows that the NN is able to generalize even after being trained with 
the limited data sets available in this problem. The comparison between the parametric model and the 
NN for all the trials is summarized in the following section. 
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Fig. 2. Plot of the masked cost versus the prediction using NN 

4.4 Summary and Comparative Analysis 

Tables 5-7 below summarize the results for the regression, the complex parametric and the NN 
models for Trials 1-3, respectively. It tabulates the maximum error for all the trials on the training, 
validation and all the combined data. 

Table 5                                            Table 6                                            Table 7 
Comparison of Errors for Trial 1          Comparison of Errors for Trial 2          Comparison of Errors for Trial 3 

Program RM (%) CPM (%) NN (%)  Program RM 
(%) 

CPM 
(%) NN (%)  Program RM 

(%) 
CPM 
(%) 

NN 
(%) 

1 10.10 7.01 0.50  1 19.76 2.02 0.11  1 20.40 11.28 0.01 
2 6.16 4.75 0.96  3 15.71 2.75 0.05  2 22.86 9.05 0.24 
3 8.89 12.33 0.38  4 19.46 15.55 0.00  4 20.23 19.81 0.18 
4 21.45 14.79 0.21  5 3.10 11.29 0.19  5 3.33 12.61 0.32 
5 4.07 3.09 0.63  6 24.38 10.47 0.18  6 24.59 10.88 0.34 
8 28.20 10.32 0.84  7 10.92 1.20 0.31  8 10.46 1.85 0.38 
9 14.61 0.07 4.25  9 3.16 3.27 2.04  10 7.83 5.45 4.91 
10 15.39 6.51 4.26  10 2.66 5.49 4.30  11 6.68 4.74 4.56 
11 1.69 4.35 0.01  11 11.26 0.14 1.84  12 7.61 2.19 0.74 
12 3.19 11.56 1.13  13 15.49 8.10 0.60  13 13.34 5.48 0.40 
6 28.20 23.08 10.33  2 14.51 13.69 4.93  3 8.13 14.33 10.77 
7 14.61 9.61 5.65  8 11.43 2.52 1.72  7 12.73 2.45 7.61 
13 16.87 13.95 0.51  12 12.74 8.59 0.81  9 12.10 5.17 5.96 

Training  11.38 7.48 1.32  Training  12.59 6.03 0.96  Training  13.73 8.33 1.21 
Validation  19.89 15.55 5.50  Validation  12.89 8.27 2.49  Validation  10.99 7.32 8.11 

As can be seen from Table 5-8, the regression model is the worst in terms of validation error for all 3 
Trials. The NN based model outperforms both former models in all 3 Trials in terms of error on the 
training data, and is superior in the majority of the cases when the validation errors are compared. 
Furthermore, a t-test comparing the validation errors for the 3 models infers that the NN is superior, 
followed by the CPM, finally by the RM in terms of errors on the validation data. Therefore, it is 
reasonable to conclude that the NN model is the most suited model for estimating the target cost. 
Further analysis of pertaining to NN models is discussed below.  

4.5 Further Analysis of NN Models 

As mentioned in the previous section, the number of neurons set in the hidden layer was 5. It would 
be interesting to see the effects of varying the number of neurons in the hidden layer. Tables 8-10 
show the effect for varying the neurons for Trials 1, 2, and 3 respectively. 

Table 8  
Maximum and average errors for Trial 1 
    3 4 5 6 7 8 9 10 

Training Max Error 4.51 5.27 2.88 0.35 0.18 1.43 1.20 1.32 
Average Error 1.65 1.65 0.87 0.15 0.08 0.44 0.41 0.41 

Validation Max Error 9.15 8.79 8.78 9.87 11.04 9.05 9.10 9.31
Average Error 6.39 6.30 5.55 6.99 7.87 6.32 6.33 6.45 

Overall Average Error 2.75 2.72 1.65 1.73 1.87 1.80 1.77 1.80 
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Table 9  
Maximum and average errors for Trial 2 
    3 4 5 6 7 8 9 10 

Training Max Error 7.07 5.86 4.91 0.00 18.46 18.79 19.40 2.85 
Average Error 1.53 1.48 1.21 0.00 9.76 9.54 10.15 1.11 

Validation Max Error 16.01 13.77 10.77 14.79 17.16 17.03 17.31 10.08 
Average Error 7.33 8.89 8.11 8.59 8.46 8.46 8.49 8.08 

Overall Average Error 2.87 3.19 2.80 1.98 9.46 9.29 9.76 2.72 
 

Table 10  
Maximum and average errors for Trial 3 
    3 4 5 6 7 8 9 10 

Training Max Error 7.24 7.30 0.00 2.15 3.58 0.93 4.26 5.73 
Average Error 2.18 2.01 0.00 0.47 0.78 0.20 0.94 1.23 

Validation Max Error 4.07 3.40 4.37 2.49 2.49 2.40 2.97 2.74 
Average Error 3.83 3.31 3.64 2.10 2.08 2.07 2.86 2.70 

Overall Average Error 2.56 2.31 0.84 0.85 1.08 0.63 1.39 1.57 
 
As can be seen from the sensitivity analysis, the number of neurons to select based upon the 
validation errors for Trials 1-3 would be 8, 10, and 5, respectively. In order to conduct the 
comparative analysis, one value is to be used for the number of neurons in the hidden layer. The 
value is set to 5 to minimize the number of weights created, to avoid over training. Moreover, as can 
be seen from Fig. 3, for different values for N, the error ranges between from 5.6% to 6.2%. 

 

Fig. 3. Average error for combining Trails 1, 2, and 3 

Thus, based upon this analysis it can be concluded for this case that there is no great sensitivity in 
varying the number of neurons in the hidden layer, contrary the claims of Huang and Huang (1991). 
Therefore, any selected value of N would yield reasonable results for the NN. 

5. Conclusions and Future Research 

When purchasing a new product, understanding the target cost is essential, as it will help in planning, 
bidding and make or buy decisions. The study presented in this paper is a case study to estimate the 
target costs of the main landing gears at Bombardier Aerospace. Even though this empirical study is 
for a specific application, the methodology utilized can be applied to various industries interested in 
estimating costs, as the model has the flexibility of being generalized. 

The methods utilized to make the cost estimations are regression based parametric models and neural 
networks. This study shows that the overall performances of the neural network models are superior 
to that of the parametric models. In fact, the overall average error of all the trials presented in this 
paper of the regressions based parametric model is more than double that of neural networks. 
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Furthermore, the number of neurons in the hidden layer does not have a great impact on the 
performance of the model. 

Even though this study has promising results, the analysis is based upon scarce data and is not an 
exhaustive study of all the possible sub-samples that can be made. If all the sub-samples are analyzed 
and the neural networks are computed for all of them, the average output obtained from all of the 
neural networks can be utilized as estimation for the target cost. Furthermore, the weights generated 
in the neural networks are based on the gradient descent method which can be trapped in a local 
optimal solution of the error surface. Other meta-heuristics, such as the genetic algorithm or 
simulated annealing can be utilized to obtain the weights and compared to the method presented in 
this paper. Moreover, the research can be extended by comparing the estimation of NNs to other 
techniques; such as complex non-linear models and fuzzy clustering. 
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