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 The (3+2) cycloaddition reactions of 2-diazopropane with derivatives of 5-hydroxy-3-methyl-
1,5-dihydropyrrol-2-one were investigated using Molecular Electron Density Theory. 
Calculations were performed at the wB97XD/6-311++G(d,p) level of theory. Conceptual 
Density Functional Theory indices revealed a low polar character for these reactions, supported 
by a minimal global electron density transfer at the transition structures, which were classified 
as forward electron density flux processes. The Electron Localization Function analysis 
identified 2-diazopropane as a pseudo(mono)radical three-atom component. It further indicated 
that bond formation does not start at the transition structures. Mechanistically, these reactions 
proceed via an asynchronous one-step mechanism, ultimately leading to products that are 
kinetically favored. Furthermore, molecular docking studies were conducted to evaluate the 
antifungal potential of the reaction products against pathogenic fungal strains, Candida albicans 
and Aspergillus fumigatus. The docking analysis assessed binding affinities and characterized 
molecular interactions between the proposed compounds and critical fungal proteins, 
highlighting their potential as antifungal agents.  
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1. Introduction  
 
       The (3+2) cycloaddition (32CA) reactions are strong and flexible ways to control the regio- and stereoselective 
synthesis of chemical molecules with five atoms. With wide-ranging uses in pharmaceutical and medical chemistry as well 
as in materials science, these reactions have been rather helpful in the construction of sophisticated natural and synthetic 
scaffolds.1 Three-atom components (TACs), which are made in situ as intermediates during 32CA reactions, have been 
studied in great detail by organic chemists. According to the new Molecular Electron Density Theory (MEDT),2 TACs can 
be put into four groups: zwitterionic, carbenoid, pseudo(mono)radical, and pseudodiradical. These categories and their 
reactivity against ethylene3 have greatly progressed our knowledge of 32CA reactions. Due to their instability, the 
pseudo(mono)radical and pseudodiradical TACs exhibit particularly high responsiveness. Substitution plays a major role in 
altering the electronic structures and reactivity of TACs. Key TACs, like nitrilimines, are routinely used in 32CA reactions 
to make complex compounds, like pyrazoline derivatives, that have clear regio- and stereochemical properties.4–6 Many 
experimental and computational investigations have focused on the biologically active pyrazoline derivatives. These 
compounds, considered an important class in medicinal chemistry, have demonstrated biological effects such as 
antimicrobial,7 anti-inflammatory,8 antifungal,9 antimalarial,10 and anticancer agents.11 MEDT is a new theory, that can be 
used to study how organic chemicals react with each other. MEDT states that changes in electron density, not molecular 
orbital interactions, define the core of chemical reactions. Since it was first conceived, MEDT has been used to explain 
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chemical events like reactivity,3,12 selectivity,13,14 steric effects,15 and catalysis16,17 in a wide range of chemical systems and 
functional groups. This study looks at how the dipolar molecule 2-diazopropane (DAP) interacts with the dipolarophiles 5-
hydroxy-3-methyl-1-phenyl-1,5-dihydro-2H-pyrrol-2-one (HMHP1) and 5-hydroxy-1-(4-methoxyphenyl)-3-methyl-1,5-
dihydro-2H-pyrrol-2-one (HMHP2). Previous experimental results for these reactions give a basis for this study.18 We 
investigated four potential reaction paths using quantum-chemical methods to thoroughly study electron density variations 
in the MEDT framework (see Scheme 1). Topological studies using Electron Localization Function (ELF),19,20 Conceptual 
Density Functional Theory (CDFT),21,22 and Quantum Theory of Atoms in Molecules (QTAIM),23 are some of the tools that 
are used. These methods help us to understand regioselectivity and stereoselectivity in organic reactions. This work explores 
the factors controlling the regio- and stereoselectivity of DAP reactions with HMHP1 and HMHP2, therefore clarifying the 
fundamental processes behind their selectivity. The goal is to develop selective synthetic methods for pyrazoline derivatives. 
Such derivatives have enormous medicinal potential, driven in part by the abuse and overuse of antibiotics in human health 
and agriculture, one urgent problem in therapeutic development is the rise of resistant bacteria. Among the fungal pathogens, 
Aspergillus fumigatus and Candida albicans are the most clinically important.24 Candida albicans is a common commensal 
bacterium in the human microbiome. It can also be an opportunistic pathogen, which means it can cause both mild mucosal 
infections and severe life-threatening systemic candidacies.25 On the other hand, Aspergillus fumigatus is mostly in charge 
of invasive aspergillosis, a severe infection mostly affecting immuno compromised people.26 With only four main antifungal 
medication classes now accessible, advancements in antifungal therapies have been rare, despite the great demand over the 
past few decades. This inertia emphasizes the need for new therapeutic drugs to fight the increasing threat of resistant fungal 
pathogens.27 This study looked at numerous designed compounds using in silico methods to find ones that might be able to 
kill Candida albicans and Aspergillus fumigatus fungi. Molecular docking simulations shed light on the binding affinities 
and interactions of these compounds with important fungal proteins, which promises leads for antifungal medication 
development. 

 

 

Scheme 1. 32CA pathways of DAP with HMHP1 and HMHP2 

2. Methods and Tools 
 

2.1. Electronic structure calculations  

    Herein, we use the wB97XD DFT functional and the 6-311++G(d,p) basis set.28,29 We apply the Berny analytical gradient 
method30 to determine the different stationary points along the reaction path. Vibrational frequency analysis proved the 
existence of transition structures (TSs) as stationary points by exposing a single imaginary frequency, which is a 
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distinguishing feature of TSs. The intrinsic reaction coordinate (IRC) calculations showed that the TSs were correctly linked 
to the reactant and product minima along the reaction path.31 Environmental effects were evaluated using gas phase 
calculations under the diethyl ether solvent (Et2O). We investigated reactivity using conceptual density functional theory. 
The electronic chemical potential (μ) and chemical hardness (η) were calculated by using the frontier molecular orbital 
energies μ = (EHOMO + ELUMO)/2 and η = ELUMO - EHOMO.

32 ω = μ²/2η represent the global electrophilicity index, which 
measures a molecule's ability to receive electrons. The global nucleophilicity index (N = EHOMO (chemical compound) - EHOMO 

(TCE))33 was found using tetracyanoethylene (TCE) as reference, which gives a consistent scale for comparing 
nucleophilicities. A higher N value implies that the chemical has a stronger potential to donate electrons in nucleophilic 
interactions. Using Mulliken atomic spin densities,34 Parr functions gave details about local reactions highlighting which 
parts of molecules are electrophilic and which parts are nucleophilic. Pk− = ρsrc(k) and Pk+ = ρsra(k) represent Parr's indices.  
The Global Electron Density Transfer (GEDT)35 is determined as follows: GEDT(f) =

q f

q
∈
∑ . This value measures the 

amount of electron density transfer between interacting molecule fragments at the TS, providing information about charge 
transport and polarization effects throughout the reaction. A greater GEDT value suggests considerable electron density 
transfer, which is commonly linked with polar transition structures. The molecular modeling was carried out using the 
GAUSSIAN 09 program.36 The Multiwfn package37 was used to find the parameters for QTAIM, Independent Gradient 
Model Hirshfeld (IGMH),38 and Intrinsic Bond Strength Index for Weak Interactions (IBSIW).39 The Topmod software40 
was used to do the ELF calculations. GaussView 6.041 and the Visual Molecular Dynamics (VMD) package,42 have used 
for visualization throughout the work. 

2.2. Molecular docking protocol 
 

     Molecular docking is a basic method to confirm and predict how a ligand will bind to its biological targets, especially 
when the affinity is high.43 It gives information on the free energy binding properties and stability of the interactions. Early 
in the drug discovery phase, this procedure is absolutely essential for spotting intriguing candidates. AutoDock Vina,44 was 
used to inspect how the 32CA reaction products interact with Candida albicans and Aspergillus fumigatus. The grid size 
for the receptor pockets is as follows: 1EAG (x = 47.830, y = 18.841, z = 12.572) and 3DJE (x = 54.438, y = 0.326, z = 
22.886). We viewed and studied the docking data using the Molecular Operating Environment (MOE) program.45 This gave 
a complete picture of the binding interactions and how they affected the antifungal activity.  
 
3. Results and discussion 

    Herein, we start by analyzing the electronic characteristics of the reactants employing CDFT and ELF to elucidate the 
electronic properties of our reagents and the regioselectivity of our reactions. Then, we explore the energy profile of DAP 
with the two dipolarophiles HMHP1 and HMHP2. Following that, we calculate the charge transfer and electron density 
topologies at the TSs. Furthermore, we use the Bonding Evolution Theory (BET) method46 in order to find the favored 
pathway of our reactions and reveal the bonds formation along them. Finally, we realize molecular docking studies for our 
32CA products against Candida albicans and Aspergillus fumigatus.  

3.1. Electronic properties of reagents 
 

3.1.1. Global and local CDFT indices 

    Table 1 reports the four parameters (μ, η, ω, and N) for DAP, HMHP1, and HMHP2. The electronic chemical potential 
of DAP (µ= -3.28 eV) is higher than that of HMHP1 (µ= -3.96 eV) and HMHP2 (µ= -3.63 eV), indicating a moderate 
electronic flux between the reactants. This result reflects the low polarity of these 32CA reactions. The electrophilicity 
index of DAP (ω= 0.64 eV) categorizes it as a weak electrophile (ω < 0.80 eV), whereas HMHP1 and HMHP2, with 
electrophilicity indices falling between (0.80 eV) and (1.16 eV), are classified as moderate electrophiles according to the 
standard electrophilicity scale.47 In contrast, all three reactants exhibit nucleophilicity values exceeding 2.92 eV, which 
classifies them as strong nucleophiles.47 Consequently, in these 32CA reactions, DAP acts predominantly as a nucleophile, 
while HMHP1 and HMHP2 function as electrophiles. These findings provide a detailed electronic perspective on the 
reactivity and interaction patterns of the reactants, paving the way for a deeper mechanistic understanding of the 32CA 
process. 

Table 1. Global CDFT indices in eV of the DAP with HMHP1, and HMHP2 at the wB97XD/6-311++G(d,p). 
 μ η ω N 

DAP -3.28 8.36 0.64 4.02 
HMHP1 -3.96 8.43 0.93 3.30 
HMHP2 -3.63 7.95 0.83 3.87 

    The 32CA reaction will be between the electrophile's most electrophilic site and the nucleophile's most nucleophilic site. 
In order to find the nucleophilic and electrophilic sites (Fig. 1), we used the nucleophilic Parr functions from the DAP’s 



 4 

part, and electrophilic ones from the part of HMHP1 and HMHP2. The nucleophilic  Pk− functions show values of 0.60 and 
0.51 on DAP's nitrogen atom N1 and carbon atom C3. On the other hand, with a value of 0.54, the carbon atom C5 is the 
most electrophilic site in HMHP1. Similarly, in HMHP2, the carbon atom C5' is valued at 0.58, making it more electrophilic 
than C4' (0.05). Thus, the favored interaction between the nitrogen N1 of DAP and the electrophile will take place between 
carbon C5 of HMHP1 and carbon C5’ of HMHP2. These findings contradict the experiment.18 Thus, the approach of 
evaluating Parr functions at reagents doesn't work for this particular reaction, which can be explained by the relatively low 
polarity of the reaction.  

 
Fig. 1.  Pk− Parr functions of DAP and electrophilic Pk+ Parr functions of HMHP1 and HMHP2 

 
3.1.2. ELF topological analysis at the ground state of reactants 
     
     The results in the Supplementary Information (Table 1S) about the ELF valence basin populations is shown in terms of 
the average number of electrons, which makes it easy to see how many electrons are present. Adding a picture of the ELF 
localization areas, Lewis structures, and Natural Population Analysis (NPA) (Fig. 1S) helps to learn more about how the 
molecules of DAP, HMHP1, and HMHP2 react together. For DAP, we uncover two monosynaptic basins, V(N1) and 
V’(N1), holding 3.99 e, associated with the non-bonding electron density at N1 nitrogen that define the electronic structure 
at the N1-N2-C3 TAC framework. The disynaptic basins V(N1, N2) and V'(N1, N2) exhibit 3.50 e, which is associated 
with the N1-N2 double bond. Comparably, the V(N2, C3) and V’(N2, C3) basins include 3.30 e, linked to the N2-C3 double 
bond. With 0.94 e, two monosynaptic basins at C3, V(C3) and V'(C3) match the pseudoradical centering. Particularly, the 
two monosynaptic basins at C3 carbon integrate less than 1.0 e and are linked to a pseudoradical center C3,48 which enables 
the pseudo(mono)radical TAC classification of DAP. In the ELF topological study of HMHP1, two disynaptic basins were 
found: V(C4, C5) and V'(C4, C5). These had a total electron population of 3.45 e indicating electron deficient C4-C5 double 
bonds. Two basins, V(C4’, C5’) and V'(C4', C5'), with 3.45 e for HMHP2, match the underpopulated C4'-C5' double bond. 
These extensive ELF studies improve our knowledge of the electronic structure, bonding behavior, and molecular reactivity 
of DAP, HMHP1, and HMHP2 and will be employed as a reference subsequently in the analysis of the TSs. The charge 
distribution of the reactants is deduced from the NPA. The DAP's nitrogen N1 and carbon C3 atoms bear correspondingly 
negative charges of -0.12 e and -0.01 e, respectively. By contrast, nitrogen N2 has a positive charge of 0.04 e. The C5 
carbon in HMHP1 shows a more marked negative charge of -0.18 e, whereas the C4 carbon has a charge of -0.06 e. Likewise, 
in HMHP2, C4' and C5' have charges of -0.07 e and -0.19 e, respectively.  
 
3.2. Reaction energy profiles 

 
3.2.1. Reaction of DAP with HMHP1 
    
     The 32CA reactions involving DAP and HMHP1 can occur through four pathways, resulting in two regioisomers, each 
available in both anti and syn stereoisomeric configurations. Analysis of the stationary points along the reaction coordinate 
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reveals that these 32CA reactions adhere to an asynchronous one-step mechanism. Four transition structures, TS1a, TS1s, 
TS2a, and TS2s, were identified along these pathways, leading to pyrazolines P1a, P1s, P2a, and P2s, as illustrated in 
Scheme 1. The relative enthalpies, entropies, and energies for the stationary points in the gas phase and Et2O solvent at 
273.15 K are given in the Supplementary Information (Table 2S). Fig. 2 shows a plot of the relative energies. The negative 
reaction free energies for the 32CA reaction between DAP and HMHP1 range from -14.15 to -21.07 kcal.mol-1 in the gas 
phase and from -13.29 to -21.51 kcal.mol-1 in Et2O solvent. This suggests that the reaction is exergonic. This means the 
reaction is thermodynamically favorable. The activation free energy of TS1a is more stable than that of TS2s, TS2s, and 
TS1s by 1.76, 3.20, and 3.93 kcal.mol-1 in Et2O solvent, respectively. This means that the most favorable path involves 
TS1a, which is exactly what the experiments showed.18 In the gas phase, the activation enthalpies connected to these 32CA 
reactions are 11.47 (TS1a), 14.80 (TS1s), 9.51 (TS2a), and 11.42 (TS2s) kcal.mol-1; in Et2O solvent, they are 10.72 (TS1a), 
14.20 (TS1s), 11.67 (TS2a), and 13.12 (TS2s) kcal.mol-1. The reaction enthalpies are exothermic between -30.42 and -36.40 
kcal mol-1 in the gas phase and between -30.19 and -37.08 kcal.mol-1 in an Et2O solvent. The reaction entropies are calculated 
between -55.71 and -60.81 cal.mol-1.K-1 in the gas phase and range from -57.02 to -61.97 cal.mol-1.K-1 in Et2O solvent. The 
activation entropies range from -51.52 to -60.81 cal.mol-1.K-1 in the gas phase, while in Et2O solvent they span -53.27 to -
56.25 cal.mol-1.K-1. The fact that the solvent effect had to be taken into account in order to match the experiment shows 
how important the Et2O solvent is to the stereoselectivity seen in these reactions.  

 

Fig. 2. Reaction energy paths for the 32CA reactions of DAP with HMHP1 in gas phase and in Et2O solvent at 273.15 K 

3.2.2. Reaction of DAP with HMHP2 
 
    The dipole's reaction with HMHP2 can also happen in four different pathways, as shown in Scheme 1. Each way involves 
two regioisomers and two stereoisomers. The Supplementary Information (Table 3S) provides the thermodynamic 
parameters of the stationary points in both the gas phase and Et2O solvent at 273.15 K; a relative energy curve is shown in 
Fig. 3. The 32CA reaction between DAP and HMHP2 has a negative reaction free energy in both the gas phase and the 
Et2O solvent. This means that the reaction is exergonic. It is clear that TS3a is the only one that works because its activation 
free energy is 2.54 kcal.mol-1 lower than that of TS4a in the Et2O solvent, which is exactly what the experiment showed.18 
The activation enthalpies associated with these 32CA reactions have values between 10.19 and 14.34 kcal.mol-1 in the gas 
phase while in Et2O solvent they span from 10.42 to 14.25 kcal.mol-1. In the gas phase, the reaction enthalpies are exothermic 
between -30.99 and -37.54 kcal.mol-1; they fall in the range of -30.37 to -37.84 kcal.mol-1 in Et2O solvent. The solvent effect 
has to be taken into account in order to match the experimental results for how DAP interacts with HMHP1. Adding the 
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methoxy group to the para position of the phenyl group makes the HMHP2 derivative, but it doesn't change the selectivity 
seen at the level of the unsubstituted HMHP1 molecule. 

 

Fig. 3. Reaction energy paths for the 32CA reactions of DAP with HMHP2 in the gas phase and in Et2O solvent at 273.15 
K 

3.2.3. Analysis of the bond distances at the TSs 
     
      By means of comparison between bond lengths in the TS and the resultant product, the index l gauges the asynchronicity 

of bond production in a chemical interaction. It is defined by the relation  𝑙𝑙 =  1 − 𝑟𝑟𝑥𝑥−𝑦𝑦𝑇𝑇𝑇𝑇 −𝑟𝑟𝑥𝑥−𝑦𝑦𝑃𝑃

𝑟𝑟𝑥𝑥−𝑦𝑦𝑃𝑃    ;  𝑟𝑟𝑥𝑥−𝑦𝑦𝑇𝑇𝑇𝑇  and 𝑟𝑟𝑥𝑥−𝑦𝑦𝑃𝑃  are 

respectively the bond distances between atoms x and y in the TS and product respectively. The index l estimates the degree 
of advanced bond development at the TS. This index facilitates the knowledge of reaction processes and new sigma bond 
formation prediction. Table 4S shows the l indices for the reactions including DAP with HMHP1 and HMHP2 together 
with the bond distances in the TSs and products. At the level of the TS1a and TS1s, the C3-C5 sigma bond forms far more 
advanced during these 32CA reactions than the N1-C4 bond. The N1-C5 bond is therefore more advanced than the C3-C4 
bond, implying a higher asynchronicity in bond formation for TS1a and TS2a than for TS1s and TS2s. This suggested a 
more asynchronous process in the anti approaches (TS1a and TS2a) than those connected with the syn approaches (TS1s 
and TS2s). This observation corresponds with the empirical rule seen in many Diels-Alder cycloadditions, whereby the TS 
with more asynchronicity shows a lower energy49,50 for dissymmetrically substituted dienophiles. All cases of DAP 
involving HMHP2 reactions show similar effects of asynchronous processes. 
 
3.2.4. Analysis of global electron density transfer   
 
 We performed GEDT calculations at the TSs in order to investigate the polarity of 32CA reactions of the dipole DAP 
with dipolarophiles HMHP1 and HMHP2 (Table 2). Reactions with GEDT over 0.20 e are polar; those with GEDT below 
0.05 e are non-polar. A modest polar reaction is suggested by the GEDT values of all the investigated TSs. These values lie 
between 0.16 e and 0.19 e in the gas phase and between 0.17 e and 0.20 e in the Et2O solvent. Consistent with the electronic 
chemical potential values, the positive GEDT values show a forward electron density flux from the nucleophile DAP to the 
electrophiles HMHP1 and HMHP2 in coherence with the CDFT analysis.  
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Table 2. GEDT results in gas phase and in Et2O solvent 
  Gas phase Et2O 
 TS1a 0.18 0.20 

DAP +HMHP1 TS1s 0.17 0.19 
 TS2a 0.19 0.19 
 TS2s 0.16 0.17 
 TS3a 0.17 0.19 

DAP +HMHP2 TS3s 0.17 0.19 
 TS4a 0.17 0.18 
 TS4s 0.16 0.17 

 
3.3. Topological analysis  

 
3.3.1. ELF topological analysis at the ground state of TSs 

 
     ELF topology analysis enables one to evaluate electron density distribution at TSs and bond creation. While Fig. 2S 
shows the ELF localization domains matching TS1a, TS1s, TS2a, and TS2s, Table 5S includes the most important 
populations of valence basins at the TSs. The V(C3) monosynaptic basin with an integration of 0.84–0.95 e was found by 
the ELF analysis of the TSs, therefore revealing a pseudoradical center at C3. Furthermore, shown by the ELF study was a 
V(N2) monosynaptic basin connected to the non-bonding electron density at the nitrogen atom N2. Its overall population 
was 1.84-2.00 e. DAP did not show any indication of the non-bonding electron density at the N2 nitrogen. The two 
monosynaptic basins, V(N1) and V’(N1), which integrated 3.99 e at DAP, united into a single V(N1) monosynaptic basin 
at the TSs, integrating 3.67-3.76 e linked with the bonding region of N1. Likewise, the two disynaptic basins V(N2, C3) 
and V'(N2, C3), which integrated 3.30 e at DAP, merged into one V(N2, C3) disynaptic basin at the TSs, therefore 
integrating 1.92-1.98 e related to the N2-C3 bonding area. The two disynaptic basins V(C4, C5) and V'(C4, C5) united into 
a single V(C4, C5) disynaptic basin at the TSs after merging 3.45 e at HMHP1, merged into a single V(C4, C5) disynaptic 
basin at the TSs, integrating 3.04-3.35 e associated with the C4-C5 bonding region. Consequently, The TSs did not show 
V(N1, C4), V(N1, C5), V(C3, C4), or V(C3, C5) disynaptic basins, so indicating that the formation of new covalent bonds 
had not started at the TSs. The 32CA reaction between DAP and HMHP1 thus followed an asynchronous one-step 
mechanism. 
 
     Table 6S and Fig. 3S for all TSs in the reaction between DAP and HMHP2 show a similar trend whereby the presence 
of a V(C3) monosynaptic basin was observed integrating 0.84-0.96 e and showing the presence of a pseudoradical center at 
C3. Furthermore, the V(N2) monosynaptic basin found by the ELF study of the TSs integrated 1.84 to 2.01 e, matching the 
non-bonding electron density at the nitrogen atom N2. In particular, DAP lacked the non-bonding electron density at the 
N2 nitrogen. The V(N1) and V'(N1) basins with integrated 3.99 e in DAP combined into a single V(N1) monosynaptic 
basin at the TSs, with an integration of 3.68 to 3.75 e linked to the N1 bonding. The disynaptic basins V(N2, C3) and V’(N2, 
C3), initially integrating 3.30 e in DAP,  merged into one V(N2, C3) disynaptic basin at the TSs, integrating 1.92 to 1.97 e, 
corresponding to the N2-C3 bond. The disynaptic basins V(C4’, C5’) and V’(C4’, C5’) at HMHP2, which had integrated 
3.45 e, fused into a V(C4’, C5’) disynaptic basin at the TSs, integrating 3.04 to 3.36 e, linked with the C4-C5 bond. Thus, 
the lack of disynaptic basins V(N1, C4’), V(N1, C5’), V(C3, C4’), and V(C3, C5’) suggested that the new covalent bonds 
had not developed at the TSs. As so, the reaction between DAP and HMHP2 followed an asynchronous one-step mechanism. 
 
3.3.2. Bonding Evolution Theory study of the 32CA reaction between DAP with HMHP1 and QTAIM 
     
     By tracking the changes in electron density during the reaction pathway, the BET approach provides useful insights on 
chemical reactivity and lets one investigate bond evolution during the reaction mechanism. The mechanism was clarified 
by evaluating the ELF topology at several nuclear configurations along the most energy-efficient path for the 32CA reaction 
between DAP and HMHP1, hence guiding the pathway leading to the production of P1a. This pathway was split into five 
separate topological phases (I, II, III, IV, V, and VI) by means of crucial ELF catastrophes. While Fig. 4S depicts the 
relevant molecular structures and ELF attractor positions, Table 7S gives the ELF basin populations at several points along 
the IRC (P1–P7). 
 
     At P1, where d(N1-C4) is 3.07 Å and d(C3-C5) is 3.12 Å, the two fragments appear to be distinct reactants, as the basin 
values closely resemble those of the reactants after the transition structure; also noted at this time, the value of GEDT is 
0.03 e. Two obvious variations are seen at P3, where d(N1–C4) is 2.36 Å and d(C3–C5) is 2.21 Å. On one hand, the 
formation of a monosynaptic basin V(N2) with an integrated population of 1.84 e and related to the non-bonding electron 
density at the nitrogen atom N2 marks this point. On the other hand, the two disynaptic basins V(C4,C5) and V'(C4,C5) 
combined to form a single V(C4,C5) disynaptic basin integrating 3.34 e. It is worth mentioning that TS1a is found in phase 
III. Furthermore, the lack of the disynaptic basins V(N1, C4) and V(C3, C5) at P3 and P4 indicates that, at these points, the 
production of new single bonds N1-C4 and C3-C5 has not begun yet. At the P5, the bond distances are d(N1-C4) = 2.03 Å 
and d(C3-C5) = 1.80 Å. Previously noted monosynaptic basins at C3 and C5 have vanished, and a new disynaptic basin 
V(C3,C5) has emerged with a total electron count of 1.73 e. This formation signifies the establishment of a C3-C5 single 
bond at 1.80 Å due to the coupling of the pseudoradical centres at C3 and C5. At P7, where d(N1-C4) is 1.49 Å and d(C3-
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C5) is 1.54 Å, a noteworthy alteration results in the creation of the disynaptic basin V(N1,C4), which integrates 1.80 e and 
is connected to the N1-C4 single bond. The absence of the monosynaptic basins at N1 and C4 suggests that the N1-C4 bond 
has been developed by means of interactions between the pseudoradical centers, now at a distance of 1.49 Å. This leads to 
a relaxation in molecular geometry and results in the formation of P1a. 
 
     The interatomic interactions at the TSs were projected using a topological study of the QTAIM. Table 8S evaluates the 
total electron density ρ and the Laplacian of electron density ∇²ρ (r) in order to investigate the chemical processes at the 
crucial binding sites (BCPs), CP1 and CP2. At the level of the TSs in the 32CA reactions including DAP with HMHP1 and 
HMHP2, the production of new N-C bonds and C-C single bonds took a front stage. Values below 0.1 e found by the 
evaluation of electron density ρ at the crucial points CP1 and CP2 revealed non-covalent interactions. Moreover, the positive 
Laplacian electron density ∆²ρ (r) > 0 implied that covalent C-N and C-C single bonds had not yet started to develop in the 
TS. These results agree with the ELF analysis results. 
 
3.3.3. IGMH analysis of the inter-fragment interactions 
 
    Fig. 4 and Fig. 5 show the IGMH analysis results for DAP with HMHP1. Three distinct interaction types are highlighted 
by these results. The blue zone shows strong attractions; the green zone shows van der Waals (vdW) interactions; and the 
red zone shows significant repulsions. Covering the contact area between the fragments, a broad isosurface underlined non-
covalent interactions at TS1a, TS1s, TS2a, and TS2s. The results show that the IGMH isosurface of TS1a was rather greater 
than those of TS1s, TS2a, and TS2s. The plot of TS1a shows a more significant blue and green zone, signifying strong vdW 
interactions and attractions, Furthermore, whilst the red zone was less strong, indicating less vdW repulsion forces in 
compared to the other TSs. This insight illustrates the reason the pathway connected by TS1a was more suitable. Thus, in 
line with experimental data, the cycloadduct P1a is the most favoured. 

 

  
Fig. 4. Scatter plots of δg for the TSs associated with the 
32CA reactions of DAP with HMHP1 

Fig. 5. Sign(λ2)ρ colored isosurfaces of δginter = 0.015 a.u 
of TSs of the reaction of DAP with HMHP1. Blue is for 
attractive interactions, red is for repulsive interactions, and 
green is for Van der Waals forces 

 
    A comparable trend is observed in Fig. 6 and Fig. 7 regarding the reaction between DAP and HMHP2, where the results 
indicate that the IGMH isosurface of TS3a is marginally larger than those for TS3s, TS4a, and TS4s. This result indicates 
the favourability of the pathway connected through TS3a. The representation for TS3a features a more intense blue and 
green zone that highlights strong attraction and van der Waals (vdW) interactions, Whereas the rather less intense red zone 
shows relative repulsion forces relative to the other TSs. As so, P3a is preferred over P3s, P4a, and P4s products. 
 

  
Fig. 6. Scatter plots of δg for the TSs associated with the 
32CA reactions of DAP with HMHP2 

Fig. 7. Sign(λ2)ρ colored isosurfaces of δginter = 0.015 a.u 
of TSs of the reaction of DAP with HMHP2. Blue is for 
attractive interactions, red is for repulsive interactions, 

and green is for Van der Waals forces 
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3.3.4. Intrinsic Bond Strength Index for Weak Interactions 
  
     Within chemical reactions, the IBSIW offers a quantitative assessment of the strength of weak interactions at TSs. Unlike 
strong covalent bonds, these weaker interactions often are more sensitive and vary greatly depending on the chemical 
environment. Fig. 8 shows the IBSIW values for DAP with HMHP1 showing that the C3-C5 bond in TS1a and TS1s is 
more advanced than the N1-C4 bond, whereas in TS2a and TS2s, the N1-C5 bond is further along than the C3-C4 bond, 
pointing to an asynchronous bonding process. Likewise, the interaction of DAP with HMHP2, shown in Fig. 9, showed that 
in TS3a and TS3s the C3-C5' bond is more developed than the N1-C4' bond.  Moreover, in TS4a and TS4s, the N1-C5' 
bond develops more than the C3-C4' bond. This aligns with the l index's aggregated past findings. 
 

  
Fig. 8. IBSIWs for TSs of the reactions of DAP and 
HMHP1 

Fig. 9. IBSIWs for TSs of the reactions of DAP and 
HMHP2 

 
3.4. Molecular docking analysis 
    
     Binding processes between presumably bioactive molecules and target receptors are investigated via molecular docking. 
In this work we assess, against harmful fungus Candida albicans and Aspergillus fumigatus, the antifungal activity of the 
32CA reaction products P1a, P1s, P2a, P2s, P3a, P3s, P4a, and P4s. The work assesses the binding affinities and investigates 
the molecular interactions these molecules create with pertinent fungus' proteins. 
Table 3 shows the docking results of the 32CA reaction products against both fungal strains. They show that to some degree 
of all compounds interacting with the receptor proteins. Particularly, the product P4s has the highest expected binding 
energy to the receptor 3DJE, that is -8.4 kcal.mol-1. Regarding the 1EAG receptor, at -7.5 kcal.mol-1, the binding energy of 
the product P1s was the strongest. P4s is therefore identified as the product with most potential bioactivity against 
Aspergillus fumigatus, while P1s is reported as the product with most potential against Candida albicans. 
 
Table 3. The binding affinity of designed compounds (kcal.mol-1). 

proteins ligands 
 P1a P1s P2a P2s P3a P3s P4a P4s 

3DJE -6.9 -7.9 -7.4 -8.1 -7.0 -7.2 -7.2 -8.4 
1EAG -7.3 -7.5 -6.7 -6.3 -6.6 -7.1 -7.2 -6.7 

 
    Table 4 gathers the features of the most important interactions between amino acids and ligands P4s and P1s. Fig. 10 
demonstrate the docking engagement of the ligand P4s with the 3DJE protein target in both two- and three-dimensional 
perspectives. For 3DJE, these interactions combine H-donor interactions with the active site amino acids GLY 364 (3.30 
Å), CYS 335 (3.10 Å), and GLY 364 (3.16 Å). The P1s molecule is associating with the active site via an H-donor with 
amino acid GLY 220 (3.33 Å) and from an H-acceptor with THR 221 (2.87 Å) for 1EAG (Fig. 11). 
 
Table 4. Interactions between ligands P4s and P1s with amino acids. 

Proteins Ligands Amino acids Interactions Types Distances (A°) 

3DJE P4s 
GLY  364 H-donor 3.16 
CYS  335 H-donor 3.10 
GLY  364 H-donor 3.30 

1EAG P1s GLY  220 H-donor 3.33 
THR  221 H-acceptor 2.87 
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Fig. 10. Two- and three-dimensional visualization of interactions between the (3DJE) protein target and the ligand P4s 

 

Fig. 11. Two- and three-dimensional visualization of interactions between the (1EAG) protein target and the ligand P1s 

4. Conclusion 
 

     The 32CA reactions of DAP with derivatives of 5-hydroxy-3-methyl-1,5-dihydropyrrol-2-one (HMHP1 and HMHP2) 
were investigated within the framework of MEDT using DFT calculations at the wB97XD/6-311++G(d,p) level of theory. 
CDFT indices revealed that DAP is a strong nucleophile, while HMHP1 and HMHP2 are moderate electrophiles. The 
difference in electronic chemical potential indicated a low polar character for these 32CA reactions, which was confirmed 
by GEDT analyses at the TSs, classified as forward electron density flux processes. ELF topology analysis identified DAP 
as a pseudo(mono)radical TAC, and the reactions proceeded via an asynchronous one-step mechanism, as bond formation 
was shown not to begin at the TSs. Among the competing pathways, the reaction of DAP with HMHP1 via TS1a in Et2O 
solvent was the most stable, with an activation free energy of 25.28 kcal.mol-1, an activation enthalpy of 10.72 kcal.mol-1, 
and an exothermic reaction enthalpy of -37.08 kcal.mol-1. For the reactions with HMHP2, activation enthalpies ranged 
between 10.42 and 14.25 kcal.mol-1, aligning with experimental data. Bonding Evolution Theory further demonstrated that 
these reactions proceed through pseudoradical center coupling, with non-covalent interactions at the TSs supported by 
positive Laplacian values at the bond critical points, consistent with ELF findings. Strong binding interactions between the 
32CA products and fungal proteins were found by molecular docking studies. Compound P4s showed a binding energy of 
-8.4 kcal.mol-1 with 3DJE, while compound P1s showed a binding energy of -7.5 kcal.mol-1 with 1EAG, indicating their 
possible efficacy as antifungal agents. 
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